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Fig. 1. We present an approach for embedding portrait images in the latent space of StyleGAN [Karras et al. 2019] (visualized as “Projection“) which allows for
intuitive photo-real semantic editing of the head pose, facial expression, and scene illumination using StyleRig [Tewari et al. 2020]. Our optimization-based
approach allows us to achieve higher quality editing results compared to the existing embedding method Image2StyleGAN [Abdal et al. 2019].

In this supplementary document, we include more implementation
details, ablative analysis and comparisons.

1 IMPLEMENTATION DETAILS
We first transform the 3DMM parameters before using them as
input to RigNet. The euler angles are transformed into rotation
matrices. Expression parameters are tranformed into per-vertex
displacements due to expressions. A learnable linear encoder maps
these displacements into a 32 dimensional vector, which is then
used as an input to RigNet. This leads to better results, compared
to directly using the expression parameters as input. We do not
transform the illumination parameters. The spherical harmonic
coefficients are directly used as inputs in the network. RigNet is
implemented as a linear two-layer perceptron (MLP) [Tewari et al.
2020].

2 FEEDBACK
We update the target 3DMM parameters used as input to RigNet
using a simple feedback loop explained in the main paper. Feed-
back allows us to obtain more accurate editing results, see Tab. 1.
However, this comes at the cost of higher average recognition error.

3 COMPARISONS
We provide more qualitative comparisons for pose editing in Fig. 3
and illumination editing in Fig. 2.

3.1 User study
We evaluate the cross-identity pose editing and relighting capabil-
ities of our approach through a user-study. We also evaluate the
realism of Wiles et al. [2018], Wang et al. [2019a], Siarohin et al.
[2019] and Zhou et al. [2019]. For every method, we use 7 images
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with feedback without feedback

Editing Error (rad) ↓ 0.08 0.16
Recognition Error ↓ 42.82 25.97

Table 1. We quantitatively evaluate the importance of feedback for pose
editing. All numbers are averaged over more than 2500 pose editing results.
Editing error is measured as the angular difference between the desired
and achieved face poses. Recognition error measures the value of the facial
recognition error for the edited images. Feedback allows us to obtain more
accurate editing, at the cost of higher recognition errors.

Fig. 2. Comparison of our relighting results with Zhou et al. [2019]. The
illumination in the reference image is transferred to the input. Our results
are more natural and achieve more accurate relighting. We can edit colored
illumination while Zhou et al. [2019] can only edit monochrome light. In
addition, we can also edit the head pose and facial expressions, while Zhou
et al. [2019] is trained only for relighting.

each for pose editing and relighting. The participants were asked to
rate their agreement to the statement “This image looks realistic to
me” using either “strongly agree”, “agree”, “don’t know”, “disagree”
or “strongly disagree” with realism scores from 5 to 1. Participants
were asked to focus on the head region. We also included 13 real
images in the study. In total, 61 subjects participated in the study.
Table 2 summarizes the results. Our pose editing and relighting
capabilities outperform related techniques significantly. Note that
a baseline error exists where real images were rated real (realism
score > 3) only 89.2% of the time with an average realism score of
4.37.

% of participants
rated images as real

average realism
score

Wiles et al. [2018] 2.6 1.21
Wang et al. [2019a] 11.7 1.95
Siarohin et al. [2019] 2.6 1.24
PIE pose editing 44.3 3.02
Zhou et al. [2019] 42.8 2.96
PIE relighting 62.0 3.60
real images 89.2 4.37

Table 2. Summary of a user study examining the pose editing and relighting
capabilities of our approach. Our approach outperforms state-of-the-art
techniques significantly. Realism score is calculated on a discrete scale that
reports the agreement to the statement “This image looks realistic to me”.
The scale is “strongly agree” (5), “agree” (4), “don’t know” (3), “disagree” (2)
or “strongly disagree” (1). Note that real images are rated real only 89.2% of
times with an average realism score of 4.37. This highlights a baseline error.
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Fig. 3. Comparison of head pose editing for self-reenactment (first two rows) and cross-identity reenactment (last two rows). We compare our approach to
Wiles et al. [2018], Wang et al. [2019b], Siarohin et al. [2019] and Geng et al. [2018]. The pose from the reference images is transferred to the input. Our
approach obtains higher quality head pose editing results, specially in the case of cross-identity transfer. All approaches other than ours are incapable of
disentangled edits, i.e., they cannot transfer the pose without also changing the expressions. The implementation of Geng et al. [2018] does not handle
cross-identity reenactment. Note that while the three competing approaches require a reference image in order to generate the results, we allow for explicit
control over the pose parameters.
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