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Abstract. Human re-rendering from a single image is a starkly under-
constrained problem, and state-of-the-art algorithms often exhibit un-
desired artefacts, such as over-smoothing, unrealistic distortions of the
body parts and garments, or implausible changes of the texture. To ad-
dress these challenges, we propose a new method for neural re-rendering
of a human under a novel user-defined pose and viewpoint, given one
input image. Our algorithm represents body pose and shape as a para-
metric mesh which can be reconstructed from a single image and eas-
ily reposed. Instead of a colour-based UV texture map, our approach
further employs a learned high-dimensional UV feature map to encode
appearance. This rich implicit representation captures detailed appear-
ance variation across poses, viewpoints, person identities and clothing
styles better than learned colour texture maps. The body model with
the rendered feature maps is fed through a neural image-translation net-
work that creates the final rendered colour image. The above components
are combined in an end-to-end-trained neural network architecture that
takes as input a source person image, and images of the parametric body
model in the source pose and desired target pose. Experimental evalu-
ation demonstrates that our approach produces higher quality single-
image re-rendering results than existing methods.
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1 Introduction

Algorithms to realistically render dressed humans under controllable poses
and viewpoints are essential for character animation, 3D video, or virtual and
augmented reality, to name a few. Over the past decades, computer graph-
ics and vision have developed impressive methods for high-fidelity artist-driven
and reconstruction-based human modelling, high-quality animation, and photo-
realistic rendering. However, these often require sophisticated multi-camera se-
tups, and deep expertise in animation and rendering, and are thus costly, time-
consuming and difficult to use. Recent advances in monocular human recon-
struction and neural network-based image synthesis open up a radically differ-
ent approach to the problem, neural re-rendering of humans from a single image.

Project webpage: gvv.mpi-inf.mpg.de/projects/NHRR/
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Fig. 1. Given an image of a person, our neural re-rendering approach allows synthesis
of images of the person in different poses, or with different clothing obtained from
another reference image.

Given a single reference image of a person, the goal is to synthesise a photo-real
image of this person in, for instance, a user-controlled new pose, modified body
proportions, the same or different garments, or a combination of these.

There has been tremendous progress in monocular human capture and re-
rendering [33, 23, 45,2, 21,12, 19, 6, 25] towards this goal. However, owing to the
starkly underconstrained nature of the problem, true photo-realism under all
possible conditions has not yet been achieved. Methods frequently exhibit un-
wanted over-smoothing and a lack of details in the rendered image, unrealistic
distortions of body parts and garments, or implausible texture alterations.

We, therefore, propose a new algorithm for monocular neural re-rendering
of a dressed human under a novel user-defined pose and viewpoint, which has
starkly improved visual quality, see Figures 1, 3, 6, 7. We take inspiration
from recent work on neural rendering of general scenes with a continuous [48]
or a multi-dimensional feature representation with implicit [50] or explicit [47]
occlusion handling that are learned from multi-view images or videos.

Our algorithm represents body pose and shape with the SMPL parametric
human surface model [29], which can be easily reposed. Instead of modelling
appearance as explicit colour maps, €.g., learned colour-based UV texture maps
on the body surface [33,12], we employ a learned high-dimensional UV feature
map to encode appearance. This rich implicit representation learns the detailed
appearance variation across poses, viewpoints, person identities and clothing
styles. Given a single image of a person, we predict pixel correspondences to
the SMPL [29] mesh using DensePose [37]. We then extract partial UV texture
maps based on the observed body regions and use a neural network to convert
it to a complete UV feature map, with a d-dimensional feature per texel. The
UV feature map is then rendered in the desired target pose and passed through
a neural image translation network that creates the final rendered image. These
components are combined in an end-to-end trained neural architecture. In quan-
titative experiments and a user study to judge the qualitative results, we show
that the visual quality of our results improves over the current state of the art.

Contributions. To summarise, our contributions are as follows:



Neural Re-Rendering of Humans from a Single Image 3

{ A new end-to-end trainable method that combines monocular parametric
3D body modelling, a learned detail-preserving neural-feature based body
appearance representation, and a neural network based image-synthesis net-
work to enable highly realistic human re-rendering from a single image;

{ state-of-the-art results on the DeepFashion dataset [27] which are confirmed
with quantitative metrics, and qualitatively with a user study.

2 Related Work

While our proposed approach relates to many sub-fields of visual computing,
for brevity we only elaborate on the immediately relevant work on human body
re-enactment and neural rendering methods for object and scene rendering.

2.1 Classical Methods for Novel View Synthesis

Earlier methods for image-based 3D reconstruction and novel view synthesis rely
on traditional concepts of multi-view geometry, explicit 3D shape and appear-
ance reconstruction, and classical computer graphics or image-based rendering.
Methods based on light fields use ray space representations or coarse multi-view
geometry models for novel view synthesis [22,11,4]. To achieve high quality,
dense camera arrays are required, which is impractical. Other algorithms cap-
ture and operate on dense depth maps [60], layered depth images [41], 3D point
clouds [1, 26, 40], meshes [32, 52], or surfels [36, 5, 55] for dynamic scenes. Multi-
view stereo can be combined with fusion algorithms operating with implicit
geometry and achieving more temporally consistent reconstructions over short
time windows [9, 34, 13]. Dynamic scene capture and novel view synthesis were
also shown with a low number of RGB or RGB-D cameras [57, 49, 15, 58]. While
reconstruction is fast and feasible with fewer cameras, the coarse approximate
geometry often leads to rendering artefacts.

2.2 Neural Rendering of Scenes and Objects

Recently, neural rendering approaches have shown promising results for scenes
and objects. Image-based rendering (IBR) methods reconstruct scene geometry
with classical techniques and use it to render novel views [8,7]. Lack of obser-
vations can cause high uncertainty in novel views. On the other hand, neural
rendering approaches [48,47, 51, 66] can generate higher-quality results by lever-
aging collections of training data. Many applications of neural rendering have
been recently shown, ranging from synthesising view-dependent effects [66,51]
to learning the shape and appearance priors from sparse data [39, 56].

Only a few works on neural scene representation and rendering can handle
dynamic scenes [19,28]. Some methods combine explicit dynamic scene recon-
struction and traditional graphics rendering with neural re-rendering [31, 19, 18,
51]. Thies et al. [50] combine neural textures with the classical graphics pipeline
for novel view synthesis of static objects and monocular video re-rendering. Their
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technique requires a scene-specific geometric proxy which has to be reconstructed
before the training. Instead of more complex joint reasoning of the geometry and
appearance needed from the intermediate representation by neural rendering ap-
proaches such as that of Sitzmann et al. [48], for our human-specific application
scenario the coarse geometry is handled by the posable SMPL mesh, with a fea-
ture map similar to the Thies et al. [50] capturing clothing appearance, which
includes fine-scaled geometry, and clothing textures.

Several approaches address related problems such as generating images of
humans in new poses [62, 3,30, 33,35], or body re-enactment from monocular
videos [6], which are discussed next.

2.3 Human Re-enactment and Novel View Rendering

Recent work on photo-realistic human body re-enactment and novel view ren-
dering can be sub-classified along various dimensions.

Object-agnostic approaches [45,44] model deformable objects directly in the
image space. Siarohin et al. [45] learn keypoints in a self-supervised manner and
capture deformations in the vicinity of the keypoints using affine transforms.
Features extracted from the source image are deformed to the target using the
predicted transformations and passed on to a generator. Additional predictions
of dis-occluded regions indicate to the generator the regions which have to be
rendered based on the context. Zhu et al. [65] leverage geometric constraints and
optical flow for synthesising novel views of humans from a single image.

Object-specific techniques have the same core components as above, i.e.,
colour or feature transformation from source to target, occlusion reasoning or in-
painting, and photo-realistic image generation from the warped feature or colour
image. The key difference is that the feature transformation, occlusion reasoning,
and inpainting are guided by an underlying object model, which, in our case,
is a parametric human body mesh. Kim et al. [19] achieve full control over the
head pose and facial expressions in photo-realistic renderings of a target actor
by an adversarial training with a performance of the target actor. DensePose
Transfer [33] uses direct texture transfer from the input image to the SMPL
model, inpaints the occluded regions of the texture and renders it in a new pose.
This image is blended with the image resulting from direct conditional genera-
tion from the input image, input Densepose, and target Densepose. Zablotskaia
et al. [59] generate subsequent video frames of human motion and use a direct
warping guided by the reference frame, previously generated frame, and Dense-
Pose representations of the past and future frames. Their method does not rely
on an explicit UV texture map. ClothFlow [14] implicitly captures the geomet-
ric transformation between the source and target image by estimating dense
flow. Chanet al. [6] learn a subject-specific puppeteering system using a video
of the subject such that all parts of the subject’s body are seen in advance. The
GAN-based rendering is driven by 2D pose extracted from the target subject.
Zhou et al. [63] also learn a personalised model using piecewise affine transforms
of the part-segmented source image for modelling pose changes, generating the
person image in front of a clean background plate, with a second stage fusing a
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given background image with the generated person’s image. In contrast to Liu
et al. [25], we transfer appearance from source to target image using a UV fea-
ture map. Instead of directly predicting missing regions of the UV texture map,
coordinate-based inpainting [12] predicts correspondence between all regions on
the UV texture map and the input image pixels. This results in more texture
details in body regions that become dis-occluded when re-posing. As shown in
Sec. 4, our UV feature map based approach yields results of much higher qual-
ity in comparisons. Shysheya et al. [42] explicitly model the body texture and
implicitly handle the shape. In contrast, while we explicitly handle the coarse
shape, we use a UV feature map to model the fine-scaled shape and clothing
texture implicitly. Lazowa et al. [21] propose an approach for reconstruction of
textured 3D human models from a single image. Similar to our approach, it ex-
tracts a partial UV texture map using DensePose but inpaints the UV texture
map using a GAN based supervision directly applied to the texture map. Addi-
tionally — and similar to Alldieck et al. [2] — it predicts a displacement map
on top of the SMPL mesh to capture clothing details not present in the SMPL
model. Our approach does not explicitly model clothing details.

In contrast to existing methods, we propose a new end-to-end trainable
method that combines monocular parametric 3D body modeling [33, 12], a learned
neural detail-preserving surface feature representation [50], and a neural image-
synthesis network for highly realistic human re-rendering from a single image.

3 Method

Given an image lg of a person, we synthesise a new image of the person in a
different target body pose. Our approach comprises of four distinct steps. The
first step uses DensePose [37] to predict dense correspondences between the input
image ls and the SMPL model. This allows a UV texture map Ts to be extracted
for the visible regions. The second step uses a U-Net [38] based network, which
we term FeatureNet, to construct the full UV feature map Fs from the partial
RGB UV texture map Ts. Fs contains a d-dimensional feature representation
for all texels, both visible and occluded in the source image. The third step
takes a target pose as input, and ‘renders’ the UV feature map Fs to produce
a d dimensional Feature image Rss¢. The fourth step uses a generator network
based on Pix2PixHD [54], which we term RenderNet, to generate a photorealistic
image lsu¢ of the reposed person, from the input Feature image. The overview
of our pipeline is shown in Fig. 2.

3.1 Extracting a Partial UV Texture Map from the Input Image

The pixels of the input image are transformed into UV space through matches
predicted with DensePose. We use the ResNet-101 based variant of DensePose for
predicting the correspondences for the body regions visible in the image. The net-
work is pre-trained on COCO-DensePose dataset and provides 24 body segments
and their part-specific U,V coordinates of SMPL model. For easier mapping, the






