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ABSTRACT

Recent deep learning-based approaches have shown promising re-
sults for synthesizing plausible 3D human gestures from speech
input. However, these approaches typically offer limited freedom
to incorporate user control. Furthermore, training such models in a
supervised manner often does not capture the multi-modal nature
of the data, particularly because the same audio input can produce
different gesture outputs. To address these problems, we present
an approach for generating controllable 3D gestures that combines
the advantage of database matching and deep generative modeling.
Our method predicts 3D body motion by sequentially searching
for the most plausible audio-gesture clips from a database using a
k-Nearest Neighbors (k-NN) algorithm that considers the similarity
to both the input audio and the previous body pose information.
To further improve the synthesis quality, we propose a conditional
Generative Adversarial Network (cGAN) model to provide a data-
driven refinement to the k-NN result by comparing its plausibility
against the ground truth audio-gesture pairs. Our novel approach
enables direct and more varied control manipulation that is not
possible with prior learning-based counterparts. Our experiments
show that our proposed approach outperforms recent models on
control-based synthesis tasks using high-level signals such as mo-
tion statistics while enabling flexible and effective user control for
lower-level signals. !
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1 INTRODUCTION

Creating human-like 3D avatars is important in order to provide
immersive experiences in virtual worlds. Advances in 3D vision
and graphics can now synthesize human-like virtual characters
that emulate various aspects of human anatomy, thus potentially
simplifying the production of personalized avatars. Designing an
easy and accessible way to control such avatars can improve so-
cial interactivity between users and such avatars in shared virtual
environments.

An appealing approach for developing intuitive character control
is to synthesize character gestures from input speech. However,
developing an algorithm for speech to gesture synthesis is known
to be a challenging task [Alexanderson et al. 2020; Ferstl et al. 2019;
Ginosar et al. 2019; Habibie et al. 2021]. This is partly due to the
nature of the audio-to-gesture relationship, where many different
gesture sequences may be appropriate for a given speech input.
Hence, training a regression-based model in a supervised manner
can lead to unnatural “averaged” gesture results as the consequence
of regressing multiple outcomes of a single input signal. While
recent methods [Ferstl et al. 2019; Ginosar et al. 2019; Habibie et al.
2021] use adversarial learning to mitigate the problem of “averaged”
synthesis, they provide very limited options for controlling the
output, and hence they predict only one particular motion sequence
for every speech input. Since human gesture is known to be related
to the personality and internal state of the speaker [Smith and Neff
2017], the ability to control body motion based on a specific input
signal such as their emotional state can significantly improve the
usability of the method. Recently, generative models were employed
to introduce probabilistic synthesis to allow some degree of high-
level gesture control [Alexanderson et al. 2020]. However, such
methods typically need high quality training data to work well, are
slow to train, and require separate pre-trained models to produce
different types of control, thus limiting their usability when multiple
aspects of the control signal should be varied.

In this work, we propose a new approach for controllable 3D
body gesture generation from speech inspired by the popularMotion
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Figure 1: Our proposed pipeline consists of two main stages. In Stage 1, we first employ a k-Nearest Neighbor search to find the most plausible
sequence considering the audio and previous pose similarity in the database. At any given time step, additional information can be provided to
incorporate further control over of the synthesis output. The 3D gesture generated through Stage 1 is then passed to a conditional GAN trained
to produce a refined gesture sequence by comparing the output against real audio-gesture sequences.

Matching algorithm commonly found in locomotion synthesis [Biit-
tner and Clavet. 2015] (see Figure 1). At the core of our method is
a novel k-Nearest Neighbor-based (k-NN) algorithm that selects
short clips from a database and is specifically designed to leverage
the similarity both in the audio and in the motion space to ensure
a continuous, natural, and synchronous gesture output. We further
improve the quality of the initial synthesis by passing the k-NN out-
put into a conditional Generative Adversarial Network (cGAN). The
c¢GAN is conditioned on both the audio and the motion synthesized
by the k-NN as input and is tasked with producing a new motion
that looks similar to the real ground truth motion in the database.
This allows the network to perform correction on any less plausible
motion generated by the k-NN, especially around the transition
boundary between segments. Our novel gesture synthesis formula-
tion can be naturally extended to select motion based on control
information by only considering motion candidates that match the
control criteria. Unlike the most related approach of Alexander-
son et al. [2020], we can control our synthesis at any particular
time and with various types of conditioning without the need to
re-train our model for every given type of control signal. Further-
more, our control extends beyond high-level signals such as motion
statistics, to include direct per-frame manipulation which can be
exploited for various interesting applications such as semantic-level
control.

Experiments show that our proposed model clearly outperforms
related control-based audio-driven synthesis [Alexanderson et al.
2020], both in terms of naturalness and audio synchronization. Fur-
thermore, even in the absence of control, our technique achieved
better synthesis quality than the previous state-of-the-art approach
[Habibie et al. 2021]. In summary, our contributions are three-fold:
1) We propose a novel Motion Matching-based algorithm for gesture
synthesis from speech, 2) A deep generative modeling approach to
resynchronize and enhance the synthesis quality from the k-NN by
leveraging the whole training data that cannot be fully exploited us-
ing database features alone, 3) We significantly outperform previous
control-based gesture synthesis method [Alexanderson et al. 2020]
while using a more interpretable design that enables greater set
of control signals than other previous learning-based approaches,
thus facilitating a wider range of potential applications.

2 RELATED WORK

Human gestures are known to be highly correlated to speech and
often convey meaningful information. Here we will briefly discuss
various techniques that have been proposed to learn the correlation
between gesture and speech. Like many other data-driven models
[Ferstl et al. 2019; Ginosar et al. 2019; Habibie et al. 2021], our main
goal is to model the generation of beat gestures, which are the repet-
itive motion used to emphasize certain parts of the speech [McNeill
2000]. However, our formulation also allows us to generate a spe-
cific type of gesture at a particular time by leveraging additional
information to produce body motion beyond beat gestures.

2.1 Gesture Synthesis from Speech

The literature of audio-driven gesture synthesis can mostly be
grouped into either rule-based [Cassell 2000; Cassell et al. 1994,
2001; Lee and Marsella 2006] or data-driven [Alexanderson et al.
2020; Chiu and Marsella 2011; Ginosar et al. 2019; Hasegawa et al.
2018; Levine et al. 2010, 2009] approaches. In this section, we will fo-
cus on data-driven techniques as they are more relevant to our work.
Early gesture synthesis methods leveraged stochastic models such
as Dynamic Bayesian Networks (DBN) to learn from data. Levine
et al. [2009] used a Hidden Markov Model to generate gestures by
iteratively selecting the most plausible motion sub-sequence from
a set of clusters. This work was extended to employ reinforcement
learning and Conditional Random Fields [Levine et al. 2010] to im-
prove synthesis quality. Other work demonstrated that DBNs can
also be used to model eyebrow and head generation from speech
[Mariooryad and Busso 2012] and incorporate discourse functions
[Sadoughi and Busso 2019]. Other stochastic models such as RBM
[Chiu and Marsella 2011] and GPLVM [Chiu and Marsella 2014]
have also shown to be a feasible framework for speech-gesture
synthesis.

Compared to the aforementioned classical data-driven models,
deep learning approaches have shown to be more effective at learn-
ing from a large amount of data. Hasegawa et al. [2018] incorporated
an LSTM-based neural network to design a speech-driven model
that predicts a sequence of gestures. An LSTM-based model was
used by Shlizerman et al. [2018] to translate audio features of mu-
sical instruments such as piano and violin into a sequence of 2D
body keypoints. Yoon et al. [2019] used a variant of LSTM models
to predict 2D gestures from text transcripts of speech curated from
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"in-the-wild" TED videos tracked using a 2D monocular pose es-
timator. Similarly, Ginosar et al. [2019] used OpenPose [Cao et al.
2017] to track 2D body and hand pose annotations from 140 hours
of speech videos and learned an adversarial-based convolutional
model to predict the gesture. Habibie et al. [2021] extended this
work by using 3D annotations on the same dataset while also in-
corporating 3D facial expression. Furthermore, they also updated
the adversarial loss by incorporating the synchronization with the
audio. Ferstl et al. [2019] proposed using a gesture phase classifier
and multi-objective adversarial losses to improve gesture genera-
tion quality. Ferstl et al. [2020] used an LSTM network to analyse
the predictability of several gesture parameters from speech, such
as velocity, acceleration, and arm swivel. Leveraging this model,
Ferstl et al. [2021] proposed a gesture synthesis approach by se-
lecting gesture clips from a database that have the best matching
gesture parameters when compared to the corresponding parame-
ters predicted from the speech input. Lee et al. [2019] introduced
a large motion capture dataset of the full body and hands of two
people in a face-to-face, spontaneous conversation. Ahuja et al.
[2020] proposed a deep mixture model to simultaneously learn
gesture content and speaker style from multiple speakers. Work
by Kucherenko et al. [2020] and Yoon et al. [2020] demonstrated
the capability of learning-based gesture synthesis models to incor-
porate text information. Bhattacharya et al. [2021] explored the
use of GAN to perform co-speech gesture synthesis by analyzing
affective cues. Li et al. [2021] proposed a variational autoencoder
based approach to enable stochastic gesture synthesis from speech
input. Yoon et al. [2021] proposed a framework to control certain
aspects of the speech gesture synthesis by actively involving human
in-the-loop.

Most of the aforementioned deep learning methods are deter-
ministic in nature, and their generation are not straightforward to
control. The most relevant work that can achieve both probabilis-
tic and control-aware functionalities is the MoGlow approach by
Alexanderson et al. [2020]. Their approach was based on a genera-
tive model known as normalizing flows. This allowed their method
to generate multiple plausible gestures by sampling from a latent
space, and the input can be conditioned on a signal to learn high-
level controls from data, e.g. hand height and hand velocity. How-
ever, training such models is typically slow and requires high quality
data, making it challenging to train on large scale but noisy "in-the-
wild" data captured from monocular video. Compared to MoGlow,
our proposed method can provide more stable, controlled gesture
synthesis without resorting to a complex, learning-based model.
Our method can also adapt to different types of control signals
on the fly. For example, at test time, our method can generate fast
gestures in the first half of the sequence and low-hand gestures in
the second half, while MoGlow requires two separate models to
produce gesture with different control types.

2.2 Motion Synthesis and Control

Since our work utilizes Motion Matching, which is commonly used
in video games, here we survey methods for motion synthesis and
control. Graph-based algorithms were amongst the most popular
choice for classical data-driven character animation and control
[Arikan and Forsyth 2002; Kovar et al. 2002; Lee et al. 2002; Safonova
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and Hodgins 2007]. For example, a motion graph can be constructed
to model connections and transitions between motion clips in a
dataset, and motion synthesis can be achieved by traversing the
graph. However, graph-based approaches do not scale well with
data and at times can be imprecise and unresponsive to the control
input. Instead of directly using the actual pose representation in
the search space of the graph-based approaches, Lee et al. [2014]
proposed motion fields to generalize the motion representation
into a higher dimensional vector space, enabling more responsive
synthesis. To achieve control, a reinforcement learning (RL) model
was trained to find the best action that can satisfy user’s input.
Biittner and Clavet. [2015] proposed Motion Matching to further
simplify this process and approximate the RL algorithm by casting
it as a k-Nearest Neighbor search. Motion generation and control
are performed by selecting the most suitable clip from the database
that best matches the previous pose and user’s desired trajectory.
Holden et al. [2020] proposed a fully learning-based approach to
Motion Matching for locomotion by emulating the database look-
up process with a neural network regressor. This is possible for
locomotion control since there is a clear mapping between motion
trajectory and the corresponding 3D joint position of the character.
Unfortunately, this approach does not work well for speech-to-
gesture synthesis. This is because there are multiple plausible 3D
gestures that can be mapped from a single speech input, making it
very difficult to replace database search using a standard regression
algorithm. In our work, we used a classical nearest neighbor-based
approach to perform synthesis. Since the k-NN approach makes
direct use of the input data, our algorithm can be extended to allow
various types of gesture control by restricting access to subsets
of this data. A learning-based model is further used to refine and
re-synchronize the outcome of the k-NN.

3 PROPOSED METHOD

Our system consists of two main components. In this section, we
will first describe the design of our nearest neighbor (k-NN) algo-
rithm for gesture synthesis and control. We then describe our design
choices to improve the k-NN result through the use of a cGAN to
transform the gesture into a more natural and synchronized motion.

3.1 Nearest Neighbor-based Gesture Synthesis

Our k-NN is inspired by the Motion Matching algorithm which has
become a popular method of choice for locomotion synthesis in
the gaming industry due to its flexibility and good visual quality
[Biittner and Clavet. 2015; Holden et al. 2020]. Direct selection over
the database using k-NN naturally avoids the problem of regression
to the mean, while also providing more flexible control options.
Multi-modal synthesis can be generated by either selecting different
k-values or choosing different pose initializations.

3.1.1  Input/Output Parameters. Our k-NN algorithm takes as input
a sequence of audio features F = [fy, f1, ..., fr_1], one frame of initial
previous pose features p_1, and optionally a sequence of control
masks C = [cg, 1, ...,c7—1], where T is the number of frames in
the sequence. The output is a sequence of 3D body poses G =
[go, g1, .- gr—1]. Each audio feature frame f; and pose feature frame
p: encode information about the relevant future frames. The audio
feature consists of the first 13 coefficients of the Mel-frequency
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cepstral coefficients (MFCC) as well as the audio log mean energy.
The pose feature is derived from the 3D locations of the wrists,
elbows, index finger roots, and little finger roots of both hands.

To find the output sequence, the input features need to be matched
with the sequences in the Matching Database. The database is con-
structed from a collection of ground truth audio and 3D body mo-
tion pairs. It consists of M sequences of training audio features
F = [f’o, ...,FM_I], training pose features £ = [f’o, f’M_l], as
well as the corresponding gesture sequence G = [GY,..,GM™1]
where F = [f(;", fn,lna:czrl]’ P™ = [f)(r)”, f)’T"mmhfl], and G™
= [ggs . g’T"mwhfl]. The sequences in the database are prepared
by segmenting the original videos into T,,,4;c, = 64 frame chunks.
3.1.2  Proposed Search Algorithm. To find the optimal output ges-
ture sequence G from the database, we consider both the similarity
with respect to the current test audio features f; as well as the
previously searched pose features p;—; for every N frame interval.
Please note that each feature frame contains information of future
frames. In the first iteration, the previous pose feature p_ is initial-
ized by either randomly sampling a frame from the database or set
to be the mean pose. Weighting the importance of audio and pose
terms is a challenging task since their quantities cannot be directly
compared. Our algorithm resolves this issue by aggregating the
similarity rank of the candidates in both audio and pose space. For
every iteration, a gesture sequence candidate is picked if the sum of
its audio and pose similarity rank is the lowest compared to other
candidates.

To speed up search computation, we pre-select one best candidate
from each training sequence (F™,P™) in the database based on
either the pose similarity (“pose pre-selected”) or audio similarity
(“audio pre-selected”) before scoring them based on both pose and
audio similarity scores. Here, we will only describe the “pose pre-
selected” k-NN version of the algorithm, which we also use as input
to the later stage, even though we also find the result of “audio
pre-selected” compelling.

The gesture selection is performed at a regular interval of N = 8
frames. During each iteration, given the current frame ¢, we first pre-
select M pose sequence candidates {f)g:(N_l), f)(l);(N—1)’ v 133{[(;\}71) }
from the database by comparing the Euclidean distance to the previ-
ous pose feature p;—1 at frame t — 1. We also measure the similarity
of the audio features by comparing the current test audio feature f;
against the corresponding audio feature frame candidates from the
database {f(()):(N—l)’folz(N—l)’ fé\f&\[l_l)} using a cosine distance
metric.

To aggregate both metrics, we first create two separate rankings
based on audio match quality and pose match quality using their
similarity scores. Afterward, we combine both the pose similarity
and audio similarity ranks for every candidate by adding their
respective ranks in both lists. This combined rank list R.ompined
is then used as the new metric to select the best gesture sequence.
A gesture output candidate g;: (N-1) is selected as the best output
gesture gy.(;+N-1) for the current frame ¢ if its corresponding audio
and pose features result in the lowest rank in R.ompineq- Algorithm
1 in the supplementary material summarizes our approach.

3.1.3 Enabling Gesture Control with k-NN search. Since the al-
gorithm performs explicit comparison between features in the
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database, we can naturally extend this process to enforce high
to mid-level control over the synthesis, allowing a more direct and
interpretable way to achieve a desired behavior. For example, sim-
ulating gesture generation that follows a certain motion statistic
can be achieved by simply labeling parts of the training data that
satisfy the criteria. For example, to produce a sequence of body
gestures where the left hand is always higher than the specified
threshold r, the search can be restricted to only consider frames
where hand heights are higher than r. Formally, this controlled
synthesis can be performed by using a binary control mask ma-
trix ¢ € {0, 1}MXTmaten which is constructed by checking if the
gesture at a particular frame ¢ is eligible according to the control
signal or not. This allows us to effectively limit the search space
to the desired data. In practice, we only check the first and the
last frame of each search window (N = 8 frames long) to allow a
wider range of possible options. Unconstrained gesture synthesis
can be seen as a special case where the value of ¢ is always 1 at
every frame. Compared to the controlled synthesis performed by
MoGlow [Alexanderson et al. 2020], our control design is more
flexible as we can mix different control criteria at either the same or
different frames seamlessly without requiring hours of re-training
the neural network for each given criteria. A range of masks C can
easily be calculated for various control features of interest. Please
refer to the supplementary material for the pseudo-code of our
proposed k-NN algorithm.

3.2 Gesture Resynchronization using cGAN

Our experiments suggest that the 3D gesture produced in the first
stage appear natural and in-sync with the audio. However, since
the similarity metric of the k-NN serves as an approximation to
the real audio-gesture correspondence, its predicted frames may
not always lead to the most optimal solution. Furthermore, the
use of window-based search at a regular interval may also limit
the ability of the algorithm to consider longer correlations. To ad-
dress these issues, we enhance the synthesis quality by passing
the output of the first stage into a learned conditional Generative
Adversarial Network (cGAN). Adversarial-based generative models
are known for their ability to produce high quality synthesis that
closely matches the real data distribution, especially if they are
also guided by a conditional input signal [Isola et al. 2017; Mirza
and Osindero 2014]. To this end, we train a generator network G
which transforms an audio-gesture pair (F, Gy ) generated by
the k-NN into another pair (F, Gsyn) which has similar charac-
teristics to the real audio-gesture pairs {(F™, G al)}jr‘n/[:_(} in the
training data. We denote every feature f; € R?® in a sequence F
as the concatenation of the MFCC feature m; € R'* with its first
derivative. A separate discriminator network D is trained to classify
between the real audio-gesture sequence pairs from the real 3D
gesture distribution and the fake audio-gesture pairs generated by
the k-NN. Both networks are trained in an alternating fashion to
compete with each other. Once the training converges, the genera-
tor is expected to produce more realistic 3D body and hand gestures
given the conditioning 3D gesture input from the k-NN. As the task
of the generator is to update the initial 3D gesture produced by
the k-NN, we found that using parent-relative representation for
Gyeal: GkNN»> and Ggync leads to a more stable result. We used
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the Wasserstein GAN loss formulation [Arjovsky et al. 2017] with
gradient penalty [Gulrajani et al. 2017]:

LAdv(G’ D) = EF,G [D(F’ Greal)] - EF,Gsyn [D(F, Gsyn)]s (1)

where Ggyn = G(F, Gy ). Furthermore, the gradient penalty is
defined as follows:

L6p(G.D) =Eg,,, [(Il Vo,,, DGsyn) | -] (@)

To ensure that the output of the generator can be guided by the 3D
gesture produced by the k-NN, we also use a reconstruction loss
Lrec = L1(GrnN» Gsyn) to encourage gesture similarity between
the k-NN and generator output.

L =w1- Lrec+ w2 Lago(G. D) +ws- Lsp(G,D). (3)

The architecture of our network closely follows the fully convo-
lutional design used by Habibie et al. [2021] due to its flexibility
in dealing with temporal data of arbitrary length. The generator
takes as input MFCC features F € RBXCm>XTmatch and the 3D ges-
ture Gy € RB¥CoXTmateh wwhere B is the batch size, while Cy,
and C, are respectively the size of the audio and gesture features.
For the generator G, the encoder of the network is comprised of 8
blocks of 1D convolution, 1D batch normalization (BN) [Ioffe and
Szegedy 2015], and ReLU activation functions [Nair and Hinton
2010]. A Max Pooling layer is used after every second block with
the exception of the last. The decoder consist of 8 blocks mirroring
the encoder, each of which contains [1D conv, 1D BN, ReLU] layers
except for the last one which uses just a single 1D convolution to
produce the final resynchronized gesture Gsyy. The decoder blocks
are interleaved with an upsampling layer after every second block.
On the other hand, the discriminator takes as input the MFCC fea-

tures F € RBXCmXTmaten and either the real G, oy € RBXCo*Tmatch
RBngme

real

or generated Gy N € atch gesture sequence (see Equa-
tion 1). The discriminator D consists of 6 blocks of 1D convolution,
1D instance normalization, and a leaky ReLU activation function
with an Average Pooling layer after every second block, followed
by a fully-connected layer at the end to produce a scalar value
which rates the similarity of the input with respect to the real
audio-gesture distribution. Please see our supplementary material
for more detail regarding the architecture.

3.3 Training Details

We used the 3D annotated version [Habibie et al. 2021] of the
speech-to-gesture data curated by Ginosar et al. [2019]. The Match-
ing Database consists of 9624 unique gesture é, audio I:“, and pose P
feature sequences, each of which is T,,,4;.p, = 64 frames, as is com-
monly used for this dataset. This is equal to more than 11 hours of
data. To train the cGAN resynchronization network, we prepared a
new dataset which contains audio-gesture sequences with a strided
overlap of 5 frames between each consecutive samples. Since the
adversarial loss compares the real 3D gesture sequence G,..,; with
the “fake” or k-NN-generated 3D gesture sequence Gy, we also
need to generate the fake gesture “ground truth” Gy . To achieve
this, we run the k-NN algorithm over the training sequences to
generate Gy yn by using the training audio features as input. To
ensure that the network can handle different gesture characteristics
from different k-nearest neighbors, we sampled 50% of our data
from k = 1 while the rest 50% are uniformly from k = 2to k = 15.In
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all experiments, the initial pose feature for the k-NN is generated by
randomly sampling a feature frame from the database. The network
is trained over 300,000 iterations using Adam optimizer [Kingma
and Ba 2015] with a learning rate of 1e — 4. The hyperparameters
w1, wz and w3 are set to be 0.1, 1, and 100, respectively.

4 EXPERIMENT AND EVALUATION

To verify the feasibility of our proposed approach, we evaluate its
performance with various control signals. We discuss the versatility
of our design in achieving various types of control without the
need for re-training, and show how our method can be extended to
perform semantically meaningful gesture synthesis. Finally, in the
absence of a control signal, we also show that our method achieves
better performance compared to the prior state-of-the-art approach
[Habibie et al. 2021].

Since multiple motions may be correct for a given audio sequence,
there are no well established metrics for assessing performance.
Hence, we resort to user studies for performance evaluation which
is the most standard evaluation protocol [Alexanderson et al. 2020;
Habibie et al. 2021; Kucherenko et al. 2021; Yoon et al. 2019].

Because gesture style is known to be speaker-specific, most prior
works train and test their models on the same speaker. To this
end, we use a single speaker (John Oliver) of the 3D annotated
version [Habibie et al. 2021] of the in-the-wild Berkeley speech-
gesture dataset [Ginosar et al. 2019] to train and test the examined
methods. In our case, using a single subject also makes it easier for
the participants to recognize their speaking style.

All user study participants were recruited from Amazon Me-
chanical Turk. Before the study, each user was shown two real
video examples of the speaker along with the 3D face, body, and
hand tracking results. The users were asked to ignore the synthe-
sis of the facial expression, which always use 3D tracked ground
truth keypoints. During each study, the 3D rendered gesture videos,
along with their audio, were shown one-by-one to the user. The
video playback control was disabled once the user clicked the play
button, and the user was not able to proceed until the playback has
been completed. At the end of every video, each user was asked to
rate the quality of the gesture synthesis using a seven point scale,
ranging from 1 (lowest) to 7 (highest). The users were asked to rate
each video based on two prompts: 1) Does the clip appear natural
and the gesture follow the speaking style of the speaker?, and 2)
Are the gesture and the audio well synchronized? We ran multi-
ple preliminary tests to ensure that the objective of the study is
well understood by the participants based on their feedback. More
details regarding the user study instruction are shown in the sup-
plementary material. All comparison videos are 24 seconds long
and are uniquely and randomly sampled for each user from the
original test dataset of Ginosar et al. [2019].

4.1 Evaluation of High-level Gesture Control

4.1.1 Subjective Evaluation. We evaluate and compare the perfor-
mance of our proposed k-NN+cGAN method against the state-of-
the-art, audio-driven, control-based gesture synthesis approach
of MoGlow [Alexanderson et al. 2020]. Here, we examine three
different control signals: left wrist height, left wrist speed, and
wrist height symmetry. To this end, we re-train the MoGlow model
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Table 1: A user study for evaluating various control-based
synthesis techniques. Our proposed approach was consis-
tently rated as more natural and more in-sync than MoGlow
[Alexanderson et al. 2020].

Method Naturalness T | Synchrony. T
GT 5.95+ 1.06 6.00 + 1.17
Ours Height 5.25+1.26 5.10 +1.53
MoGlow Height 4.79 + 1.45 4.71 + 1.65
Ours Speed 5.33 +£1.36 5.25 +1.55
MoGlow Speed 5.20 £ 1.35 5.21+1.36
Ours Symmetry 5.21+1.16 5.33+£1.12
MoGlow Symmetry 4.77 £ 1.58 4.70 £ 1.62

on the 3D annotated version Habibie et al. [2021] of the Berkeley
speech-to-gesture data Ginosar et al. [2019] based on their publicly
available code. We performed Gaussian smoothing on the training
data to ease the training process and used the best qualitative result
after conducting grid search over around 30 different parameter
combinations. For each control category, we synthesize two differ-
ent results, one on the higher (e.g., “high left wrist position") and
one on the lower (e.g., “low left wrist speed”) end of each control
signal value, defined by the 85th and 15th percentile of the training
data. For our method, this effectively limits its search space to only
15% of the total training data. We also include the ground truth
as the topline comparison. Each user was shown one video from
each control level. The audio track is randomly sampled from one
of six possible test sequences. The user study involved 42 respon-
dents. Table 1 summarizes the result of the study. Our proposed
k-NN+cGAN is consistently better at producing natural-looking
and in-sync results compared to MoGlow. This result also suggests
that our search-based approach can produce plausible synthesis
even with a smaller search space produced by conditioning.

4.1.2  Quantitative Evaluation. Here we quantitatively analyze the
performance of each method when subjected to a particular control
signal. It should be noted that our method and MoGlow use the
control signals in a different way to produce the desired outcome.
Our k-NN-based algorithm achieves gesture control by using the
control value as a threshold to limit the search space, while MoGlow
directly use the control value as a regression target to modify a
certain outcome of the gesture. Because of this, we treat the con-
trol signal differently for each method. To allow a higher gesture
variation, we only enforce control on the first and last frame of the
gesture candidate. While this allows the output to vary outside the
specified threshold, this ensures the average value of the controlled
variable will be close to the desired (threshold) value, while at the
same time ensuring greater motion variability. In contrast, MoGlow
uses the control input directly as a target value that needs to be
satisfied in the output space. Therefore, their output gesture often
produces less variation over the motion space, although it generally
stays closer to the intended control signal. For example, if the left
hand is conditioned to be at certain height, it is no longer able to pro-
duce body gestures with varying hand height. This, in many cases,
makes the hand appear “stuck” at the given height. Correcting this
would require significant manual labor. In contrast, our controlled
results appear more realistic since combining real motion sequences
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from the database will likely induce natural modulation. Table 2
compares the predicted value with respect to the control signal of
each method and Figure 2 shows the quantitative behavior of each
method when conditioned by the given control signal. Please refer
to the supplementary video for more qualitative comparisons.

— KN
325- KNN-+CGAN

— MoGlow

=== Target

' . ' . '
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frames

(a) Wrist position using “high hand" control
60- KN
KNN+CcGAN
—— MoGlow

50 -
-—- Target

speed (cm/s)

' . ] ' ]
0 50 100 150 200 250 300 350
frames

(b) Wrist position using “fast speed" control

Figure 2: Control-based comparison of left hand height (a)
and velocity (b) between k-NN (ours, blue), k-NN+cGAN (ours,
orange), and MoGlow ([Alexanderson et al. 2020], green) over
a test sequence. The larger variation produced by our meth-
ods lead to more natural motion variations, unlike MoGlow,
which could lead to a temporally static gesture w.r.t. the con-
trol signal.

4.2 Synthesis with Complex and Low-level
Control

Unlike MoGlow [Alexanderson et al. 2020], our gesture control
can be achieved without model re-training. Hence, various control
signals can be given during test time at any particular frame win-
dow, enabling the user to perform far more complex motion control.
This is particularly useful when generating gestures that reflect the
emotional state of the speaker. For example, if the speech of the
speaker reflects an emotional change from sad to angry, we may
want to synthesize gesture with slow and low hand position at the
beginning, and progress towards fast and extended hand form at the
end of the speech. Such a synthesis scenario can be achieved by our
framework in one pass without requiring any re-training. On the
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Table 2: Quantitative comparison of control-based synthesis
for left wrist height, speed, and symmetry. Our approach
generates more natural looking gestures with larger motion
variations. MoGlow, however, produces gestures with less
variation which can be “stuck” at a given control signal, such
as height, rendering unnatural-looking results.

Method Threshold/ Mean Deviation/
Target Variation T

k-NN (wrist high) 22.2cm 25.6 cm 3.4 cm
k-NN+cGAN (wrist high) 22.2 cm 23.4 cm 4.2 cm
MoGlow (wrist high) 22.2 cm 22.2 cm 1.1cm
k-NN (wrist low) 9.7 cm 8.5 cm 2.1cm
k-NN+cGAN (wrist low) 9.7 cm 9.1 cm 2.9 cm
MoGlow (wrist low) 9.7 cm 9.9 cm 0.6 cm
k-NN (wrist fast) 19.1 cm/s 22.8 cm/s 12.0 cm/s
k-NN+cGAN (wrist fast) 19.1 cm/s 17.5 cm/s 10.3 cm/s
MoGlow (wrist fast) 19.1 cm/s 11.6 cm/s 5.8 cm/s
k-NN (wrist slow) 3 cm/s 5.9 cm/s 3.8 cm/s
k-NN+cGAN (wrist slow) 3 cm/s 5.4 cm/s 4.1 cm/s
MoGlow (wrist slow) 3 cm/s 5.5 cm/s 3.0 cm/s
k-NN (asymm.) 10 cm 12.2 cm 3.0 cm
k-NN+cGAN (asymm.) 10 cm 10.4 cm 3.9 cm
MoGlow (asymm.) 10 cm 9.7 cm 1.6 cm
k-NN (symmetric) 0 cm 1.0 cm 1.2 cm
k-NN+cGAN (symmetric) 0 cm 2.1cm 2.0 cm
MoGlow (symmetric) 0 cm 0.7 cm 0.5 cm

other hand, pure learning-based controlled synthesis methods will
fail in such tasks since producing gestures with different control
signals (e.g. “speed"” vs. “height" control) require different models
with different training sets. In addition to the high-level control
synthesis described above, our formulation can also be extended
to follow time-specific signals, including signals with semantically
meaningful information. As an example, we show that our frame-
work can be used to produce a specific body gesture whenever a
specific keyword is detected in the speech. The keywords can be
inferred from speech by applying an off-the-shelf speech-to-text
system to the input audio. When such a keyword is detected, in-
stead of loading a gesture from the standard database, the gesture
is selected from a separate database containing gestures which
are semantically correlated with the keyword. Please refer to our
supplementary videos for our text-based gesture control example
results.

Table 3: User study results assessing the performance be-
tween synthesis methods in the absence of control signals.
Our proposed k-NN + cGAN outperforms other baselines
both in terms of naturalness and synchronization.

Method Naturalness T | Synchrony. T
Ground Truth 6.26 +1.02 5.99 +1.02
Mismatched audio-gesture - 5.48 +1.34
Habibie et al. [2021] 5.79 £ 1.16 5.66 = 1.14
MoGlow [Alexanderson et al. 2020] 4.84 +1.79 4.83 +1.65
k-NN pose-only similarity 457 +2.11 4.82+1.93
Ours kNN Audio pre-selected 5.73 +1.13 5.50 + 1.21
Ours kNN Pose pre-selected 5.55+1.38 5.33+1.34
Ours kNN+cGAN 5.83+1.26 5.82+1.13
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4.3 Synthesis Evaluation without Control
Signals

We evaluate our approach when no control signal is applied by
comparing the performance of both of our proposed components
against the ground truth and four different baselines. We include
two different versions of our proposed k-NN: one where the candi-
dates are first selected based on pose similarity (pose pre-selected
k-NN), and another one where the pre-selection is performed based
on audio similarity (audio pre-selected k-NN). We also report our
kNN-cGAN result which uses the pose pre-selected k-NN result as
input.

Our first baseline is a simple k-NN that only predicts the next
gesture based on the 3D pose similarity at every frame T without
considering audio similarity. Next, we compare against randomly
paired audio-gesture sequences. This baseline has been reported
to perform strongly in previous studies [Kucherenko et al. 2021].
Another baseline we include is the recent GAN-based gesture re-
gression approach by Habibie et al. [2021]. Finally, we compare our
approach against Alexanderson et al. [2020].

We conducted a user study involving 41 different respondents
using the same instructions discussed at the beginning of Sec. 4.
During the study, each respondent was shown 16 different synthesis
videos from two different random audio tracks sampled from a total
of 15 possible tracks.

The result of the study is shown by Table 3. The gesture re-
finement results produced by our proposed k-NN+cGAN achieved
the highest score in terms of synchronization and naturalness, in-
cluding the prior state-of-the-art method of Habibie et al. [2021].
Moreover, unlike their approach, which directly predicts the ges-
ture from the audio input, ours can follow various control signals
and generate different gesture sequences given the same audio. Our
method also performed better than the control-aware 3D gesture
synthesis approach of Alexanderson et al. [2020] in terms of natu-
ralness and synchronization. Overall, the results obtained by our
proposed method show that it consistently outperforms the state-of-
the-art at synthesizing both control-based as well as unconstrained
gestures.

5 CONCLUSION AND LIMITATIONS

We presented a novel approach for controllable speech-driven body
gesture synthesis. Our approach utilizes database search together
with adversarial learning to produce natural and synchronized
gestures. Compared to prior work, our technique offers more diverse
manipulation and does not require re-training for every control
signal. Results show that our approach outperforms the state-of-
the-art both in terms of naturalness and audio-synchronicity even
in the absence of control.

Our proposed approach has several limitations. We currently use
hand-designed criteria for extracting and estimating feature simi-
larity. Hence, future work can investigate using a learning-based
approach for extracting and measuring such feature similarity, akin
to Chung and Zisserman [2016]. Our proposed cGAN is currently
not conditioned on the control signal, which may lead the result to
deviate from the intended outcome, even though our experiments
suggest that the deviation is tolerable. Another limitation of our
search-based algorithm is the potentially expensive computation
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time compared to single-pass inference approaches of the purely
learning-based counterparts. Since our method searches through
the whole database to find the closest candidate for every frame
window, the time complexity grows quadratically with the number
of sequences in the database. A potential extension to remedy this
issue is to train both stages of our method (k-NN and cGAN) in
an end-to-end manner like the work of Holden et al. [2020]. How-
ever, unlike locomotion, gesture synthesis from speech is a more
ambiguous problem, making it difficult to directly translate their
approach into our domain.
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