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Figure 1. Stereo estimates on the Middlebury [47] Venus stereo
image pair. From left to right: Heidari et al.’s approach [26], our
approach and ground truth. In this example, we achieve a 46% de-
crease in root mean squared error (RMSE) from Heidari et al. and
a 10% decrease in bad pixel percentage (BPP). We avoid many of
the streaking artifacts present in the result of the prior approach.

Abstract

Quantum visual computing is advancing rapidly. This
paper presents a new formulation for stereo matching with
nonlinear regularizers and spatial pyramids on quantum
annealers as a maximum a posteriori inference problem that
minimizes the energy of a Markov Random Field. Our ap-
proach is hybrid (i.e., quantum-classical) and is compatible
with modern D-Wave quantum annealers, i.e., it includes a
quadratic unconstrained binary optimization (QUBO) ob-
jective. Previous quantum annealing techniques for stereo
matching are limited to using linear regularizers, and thus,
they do not exploit the fundamental advantages of the quan-
tum computing paradigm in solving combinatorial opti-
mization problems. In contrast, our method utilizes the
full potential of quantum annealing for stereo matching, as
nonlinear regularizers create optimization problems which
are NP-hard. On the Middlebury benchmark, we achieve
an improved root mean squared accuracy over the previ-
ous state of the art in quantum stereo matching of 2% and
22.5% when using different solvers.

1. Introduction

Stereo matching has already been studied for more than a
century [19, 25, 36]. It is well understood, and many algo-
rithms exist [27, 30, 32, 52], including recent works leverag-
ing quantum hardware [12, 26]. Despite the fact that quan-
tum computers still cannot compete with classical machines
in absolute terms (e.g., absolute execution speed or admissi-
ble problem sizes), they promise to provide accelerated so-
lutions in certain cases, including combinatorial optimiza-
tion problems in the near future. Quantum computing and
quantum computer vision are quickly developing and gain-
ing momentum [8, 35, 38]. Hence, the community is inves-
tigating how such fundamental computer vision problems
as stereo matching could benefit from quantum hardware.

The current leading method for quantum stereo match-
ing from Heidari et al. [26] is based on solving the min-
flow-max-cut problem on a quantum annealer. In particu-
lar, quantum annealers are theorized to provide advantages
in solving Quadratic Unconstrained Binary Optimization
(QUBO) problems and, e.g., outperform simulated anneal-
ing [29] for certain (rugged) energy landscapes, in terms of
the absolute convergence speed and the energy level of the
final returned solution [1, 59]. While Heidari et al. [26]
achieve useful results, their method is limited to linear reg-
ularizers. Moreover, the solution of their approach can be
computed in polynomial time and does not leverage the true
advantages of quantum computers. Furthermore, it cannot
process a complete epipolar line at a time on modern quan-
tum hardware, and has no ability to process data with a large
number of disparity labels via coarse-to-fine techniques.

To address these shortcomings, we propose a novel
stereo matching formulation for quantum annealers based
on Markov Random Fields (MRFs). It allows modeling
nonlinear regularizers that lead to NP-hard problems and
therefore exploits the true advantages of the quantum com-
puting paradigm. In addition, it allows leveraging a coarse-
to-fine pyramid for robust processing, see Fig. 1. A di-
rect comparison to Heidari et al. [26] is challenging, as
they use the D-Wave proprietary hybrid solver, and it is un-
known to what degree their solution was obtained with tra-
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ditional solvers or quantum hardware. When reimplement-
ing their method and solving the max-flow-min-cut problem
using Ford Fulkerson [20], and comparing it to our method
solved with the non-quantum solver Gurobi (i.e., with a
non-quantum branch-and-bound optimization), we achieve
an RMSE improvement of 2% on average. When directly
comparing our Gurobi results to the results of their paper,
the improvement is 22.5%. Thus, our method overall yields
an improvement between 2% and 22.5%.

Even though solving the proposed objective on quantum
hardware with D-Wave does not result in improved solu-
tions yet due to imperfections of quantum hardware, the
proposal of a method with nonlinear regularizers mappable
to quantum hardware is a step forward. In summary, our
contributions are as follows:
• We present a novel quantum-hybrid approach to stereo

matching with MRF energy minimization that is compat-
ible with modern and upcoming quantum hardware.

• For the first time, we show how nonlinear regularizers can
be modeled for stereo matching on quantum annealers
and the advantages of quantum computers on NP-hard
problems can effectively be leveraged.

• We demonstrate that our approach allows integrating a
coarse-to-fine pyramid that adds additional regularization
and makes the computation tractable with current solvers.

Upon publication, we will release the source code of our ap-
proach for research purposes. We believe its general MRF
formulation for quantum annealer optimization can also be
applied to other fundamental computer vision tasks, such as
optical flow estimation or motion segmentation.

2. Related Work

2.1. Traditional Methods for Stereo Matching

Stereo matching is a fundamental task with a long history.
Most recent research focuses on using deep learning to in-
tegrate prior knowledge from a training dataset [34, 39].
While these approaches need heavy computing power and
perform very well on some datasets, they suffer from ro-
bustness and limited generalizability [51, 58]. In contrast,
our method is explicit, does not need training data, and uses
a quantum computer instead of graphics processing units.

For traditional approaches, Scharstein et al. [47] pre-
sented a taxonomy where they introduced the building
blocks (1) matching cost computation, (2) cost (support)
aggregation, (3) disparity optimization, and (4) disparity re-
finement. The focus of our work is on (3) as we present
a novel way to implement the optimization with a QUBO.
For the other building blocks, we follow the baseline [26].
When seeing stereo matching as an optimization problem,
it is most common to establish a global energy formulation
with a data and smoothness term. In the case of linear regu-
larizers, max-flow-min-cut [46] methods were shown to be

efficient and are also the choice of the previous work for
quantum annealers [26].

However, when considering the general case and mov-
ing to the more robust nonlinear regularizers, the problem
becomes NP-hard and many heuristics and algorithms to
find a good local minimum have been proposed, including
continuation [5], simulated annealing [3, 37], highest confi-
dence first [11] and mean-field annealing [23]. The most
popular traditional techniques that allow leveraging non-
linear regularizers and stand in contrast to ours are belief
propagation [53] and semi-global matching [27]. However,
these require iterative updates and cannot be formulated as
a QUBO. Unlike prior work in this area, we use quantum
annealers to tackle an NP-hard problem.

2.2. Quantum Computer Vision

Quantum Computer Vision (QCV) is an emerging field
and many methods for different problems were proposed
over the last years, such as object tracking [60], robust fit-
ting [15] and motion segmentation [2]. Several techniques
tackle correspondence problems across two or more in-
stances, i.e., graph and matching [49], mesh alignment [50],
point set registration [40, 43] and stereo matching [12, 26].

The method of Heidari et al. [26] leverages the graph
cut formulation introduced by Cruz-Santos and coworkers
[12], and is the closest work to ours, but in contrast, does
not allow for nonlinear regularizers and is solvable in linear
time. The quantum stereo matching method of Heidari et
al. [26] is the closest work to ours. It casts stereo match-
ing as a min-flow max-cut problem converted into a QUBO
problem using techniques introduced by Cruz-Santos et al.
[12], which were improved upon by Krauss et al. [33]. Al-
ternatively, stereo matching can be formulated as an MRF
MAP (Markov Random Field Max a Posteriori) inference,
and we follow this approach. To this end, we show how
an MRF MAP inference can be transformed into a QUBO.
Our QUBO requires the same number of binary variables as
Heidari et al. when considering the same region and num-
ber of disparities. Although the topological complexity of
our QUBO will grow faster than in [26] as the number of
possible disparities increases, it will still remain relatively
sparse. The use of a coarse-to-fine pyramid allows us to
fully embed practical problems onto modern quantum hard-
ware, which was not possible in [26].

Our method stands in contrast to Presles et al. [45],
which solves an MRF MAP via a graph cut. They introduce
an ancillary variable zα which must connect to all original
variables. Since zα will have so many connections, embed-
ding this QUBO problem onto a quantum annealer will be
difficult, and this difficultly will scale poorly as the prob-
lem grows. Additionally, to enforce that their connected
ancillary variable zα is always 1, they must set the corre-
sponding weight to be extremely negative. This can cause

2



the annealer’s energy landscape to be extremely jagged and
lead to lower accuracy.

Another method for formulating MRF MAP inferences
as QUBOs [44] is limited to the binary MRF case, which
severely limits the scope of the practical problems which
their formulation can solve. In contrast, ours is applicable
to any label space size.

3. Method
3.1. Background

We aim at a formulation compatible with experimental adi-
abatic quantum annealers such as D-Wave. Unlike gate-
based quantum computers, the adiabatic quantum annealers
are already suitable for practically relevant combinatorial
optimization problems, and provide a speed-up over tradi-
tional machines in solving them [1, 59]. D-Wave exclu-
sively supports Quadratic Unconstrained Binary Optimiza-
tion (QUBO) objectives and, hence, all target tasks, includ-
ing possible boundary conditions, must be converted to a
QUBO before quantum annealing can be attempted.

Let x ∈ {0, 1}n be a binary vector of length n. A QUBO
problem is defined as finding x∗ such that:

x∗ = argminx∈{0,1}nxTQx , (1)

where Q ∈ Rn×n is symmetric. xTQx is the quadratic
form of Q, i.e., it is a polynomial in terms of the entries of
x of at most degree 2.

Quantum annealers solve (1) by mapping the QUBO
onto a quantum-mechanical system consisting of qubits. A
qubit is an object small enough to have its behavior be gov-
erned by quantum mechanics. When we measure a qubit,
we will observe it to be either the state |0⟩ or |1⟩. The pos-
sible energies of the annealer’s system are described by a
quantum mechanical operator called the Hamiltonian, HP .
By measuring the state of every qubit in the system, and
by referring to HP , we can determine the total energy of
the system. In our mapping, each binary variable in x is
mapped to a qubit, and Q is mapped to HP such that when
the qubits are measured, the system’s total energy is equal to
xTQx. We seek to measure the ground (i.e., lowest-energy)
state of the system as permitted byHP , as this is equivalent
to finding x∗. Even if we cannot measure the ground state,
any low energy state should be a reasonably close solution
to the QUBO.

In these terms, quantum annealing (QA) works as fol-
lows: The annealer initializes with possible energies de-
scribed by a standard initial Hamiltonian HI , and with
qubits in the known ground state. Next, during anneal-
ing, the system smoothly transitions from being described
by HI to HP . The adiabatic theorem of quantum mechan-
ics [7] states that if the interpolation between HI and HP

is slow enough, the system will have a non-zero (and often

high) probability to remain in its ground state. After anneal-
ing, the state of the system is measured. Ideally, this is the
ground state of HP , however it might only be close to the
ground state. Annealing is often run many times, with the
measured state with the minimal energy being returned as
the proposed QUBO solution.

Further details on qubit measurement and the speed
ranges ofHI toHP transitions can be found in Nielsen and
Chuang [42] and the works by Farhi et al. [17, 18]. How-
ever, for the remainder of this paper, it is only important
to understand that our problem needs to be formulated as a
QUBO (1).

3.2. Formulating MRF MAP as a QUBO

Following the notation in Drory et al. [16], a Markov Ran-
dom Field (MRF) can be formulated as an undirected graph
G = (V, E), where each vertex v ∈ V has a label ℓv from a
discrete set Lv, and there are unary costs φv(ℓv) and binary
costs φp,q(ℓp, ℓq) for (p,q) ∈ E . The energy of the MRF
is then defined as:

E(ℓ(·)) =
∑
v∈V

φv(ℓv) +
∑

(p,q)∈E

φp,q(ℓp, ℓq) . (2)

Finding the labelling ℓ(·) such that E(ℓ(·)) is minimal is
the MRF maximum a posteriori (MAP) inference problem,
which is NP-hard in general [31, pg.551]. This motivates
us to use adiabatic quantum computing and in this subsec-
tion, we will show how such a general MRF can be mapped
to a QUBO. Subsequently, we will show how stereo match-
ing can be formulated as an instance of an MRF and solved
in a quantum-hybrid manner. Notably, the QUBO formula-
tion of an MRF is general and could be applied to a wide
range of other problems in the future.

A binary encoding scheme for our Markov variable la-
bels (to be encoded into a QUBO) is conceivable (see Ap-
pendix B); this approach would avoid introducing rectifiers
necessary with our other scheme and, therefore, may in-
crease the annealing stability. Unfortunately, the number
of QUBO binary variables required to represent the MRF
in this case grows exponentially with the number of labels,
which quickly becomes infeasible with current and likely
near-term future hardware. For a full analysis on embed-
ding complexities of all schemes, see Appendix C.

Therefore, we proceed with a one-hot encoding scheme
of the Markov variable labels together with a novel local
rectifier that minimizes the disturbances during annealing.
For a given vertex v, the set of labels is denoted by Lv and
is enumerated by the index l. For each possible label value
ℓlv, we create a corresponding binary variable xℓlv

:

xℓlv
=

{
1 if ℓv = ℓlv ,

0 else .
(3)
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This allows us to rewrite Eq. (2) as:

E(ℓ(·)) =
∑
v∈V

∑
ℓlv∈Lv

φv(ℓ
l
v)x

2
ℓlv
+

+
∑

(p,q)∈E

∑
ℓrp∈Lp

∑
ℓsq∈Lq

φp,q(ℓ
r
p, ℓ

s
q)xℓrp

xℓsq
.

(4)

Next, we can write our Markov random field cost as a
quadratic polynomial in terms of a collection of binary vari-
ables. To bring the cost from Eq. (4) into the quadratic
form (1), we define the binary vector x as

x = {xℓlv
}∀v∈V, ∀ℓlv∈Lv

. (5)

We index entries of Q by ℓrp, ℓ
s
q and define them as follows:

∀v ∈ V, ∀ℓlv ∈ Lv : Qℓlv,ℓlv
= φv(ℓ

l
v)

∀(p,q) ∈ E , ∀ℓrp ∈ Lp, ∀ℓsq ∈ Lq : Qℓrp,ℓsq
=

1

2
φp,q(ℓ

r
p, ℓ

s
q)

Qℓsq,ℓrp
=

1

2
φq,p(ℓ

s
q, ℓ

r
p) .

(6)

All other entries of Q are 0. We have now translated our
label from Eq. (4) into the matrix quadratic form:

xTQx = E(ℓ(·)) . (7)

Note, however, that we cannot submit Q to a quantum an-
nealer in its current form as we must enforce that for every
vertex we have only one label assigned, i.e., there must be
exactly one binary variable xℓlv

that is equal to 1. We can
express this constraint as:

∀v ∈ V :
∑

∀ℓlv∈Lv

xℓlp
= 1 . (8)

Following the techniques proposed in QSync [4], we can
incorporate this constraint by tweaking our definition of Q
from Eq. (6) into the following form:

∀v ∈ V, ∀ℓlv ∈ Lv : Qℓlv,ℓlv
= φv(ℓ

l
v)− Λ(ℓlv, ℓ

l
v)

∀v ∈ V, ∀ℓrv, ℓsv ∈ Lv, r ̸= s : Qℓrv,ℓsv
= Λ(ℓrv, ℓ

s
v)

Qℓsv,ℓrv
= Λ(ℓrv, ℓ

s
v)

∀(p,q) ∈ E,∀ℓrp ∈ Lp∀ℓsq ∈ Lq : Qℓrp,ℓsq
=

1

2
φp,q(ℓ

r
p, ℓ

s
q)

Qℓsq,ℓrp
=

1

2
φp,q(ℓ

r
p, ℓ

s
q),

(9)

with the unmentioned entries of Q being 0. The common
rectification scheme is to set Λ(ℓrv, ℓ

s
v) = λv, with λv being

a vertex-specific constant which enforces that only one label
per vertex should have a coefficient of 1. However, a higher
Λ leads to a more jagged energy landscape on the quantum
annealer and negatively affects its results. Thus, one would
like to set the Λ as small as possible (see Appendix F for de-
tails). To this end, we derive a function Λ(·, ·) that yields a
sufficiently high upper bound while obeying our constraints.
The full derivation of Λ(·, ·) is presented in Appendix A.

3.3. Stereo Matching as an MRF MAP

Let {IL, IR} be a set of grayscale stereo images defined
over the pixel grid domain Ω ⊂ N2. We assume that our
images are rectified, meaning that the per-point displace-
ments in the image plane lie on horizontal epipolar lines and
are positive. We denote the disparity at image coordinates
(i, j) with di,j and the matrix containing all disparities as
D. There are many works that treat stereo matching as an
energy minimization problem [26, 41, 57], where the energy
is the sum of a data term Ed(di,j) across D and a smooth-
ness term Es(di,j , di′,j′) with (i, j) and (i′, j′) being from
the set N of neighboring pixels. The data term should be
lower when the estimated disparities map to similar regions
in the second image. In our case, it relies on the brightness
constancy assumption [22, 26]:

Ed(di,j) = (IL(i, j)− IR(i− di,j , j))
2 . (10)

The smoothness term should be lower when the dispari-
ties maintain local structural coherence. We use a truncated
(nonlinear) regularizer with edge-awareness:

Es(di,j , di′,j′) =

{
R if |IL(i, j)− IL(i′, j′)| ≤ τ

R/q else
,

(11)
with

R = min(m, s |di,j − di′,j′ |), (12)

where τ , q, m and s are tunable hyperparameters. Simi-
lar ideas for nonlinear, edge aware regularizers were dis-
cussed in the literature before [48]. This nonlinear regular-
izer makes the resulting total energy function (See Eq. (13)
NP-hard to minimize. At the same time, this regularizer
has only a few hyperparameters, making it relatively simple
to tune and optimize. Throughout Sec. 4, we fix our reg-
ularization parameters across all experiments. The values
of all the parameters at each iteration of our coarse-to-fine
algorithm are given in Appendix D.

We can now define our total energy functional E(D) as

E(D) =
∑

(i,j)∈Ω

Ed(di,j) +
∑

((i,j),(i′j′))∈N

Es(di,j , di′,j′) .

(13)
We seek the disparity matrix D∗ that minimizes E(D). No-
tably, the transformation into an MRF is straight forward
with

V = Ω , E = N , ℓi,j = di,j , φ(i,j)(ℓi,j) = Ed(di,j) and

φ(i,j),(i′,j′)(ℓi,j , ℓi′,j′) = Es(di,j , di′,j′) .

(14)

3.4. Our Stereo Matching Algorithm

We now describe our full method for stereo matching that
leverages adiabatic quantum computing. When given an im-
age pair, we first precalculate Ed(di,j) and Es(di,j , di′,j′)
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for all considered disparity sizes on a traditional machine.
Following the derivation in the previous sections, we then
produce the matrix Q, which we can submit to either a tra-
ditional QUBO solver or a quantum annealer. In either case,
we receive the binary vector x∗ as a response that we decode
into the disparity matrix D∗.

As the QUBO formulations of stereo estimation prob-
lems can become too large to be mapped to quantum hard-
ware or even solved directly with a traditional optimizer, we
employ a coarse-to-fine strategy. First, we downsample the
images by a factor of 4 in each dimension, and solve the
QUBO for 6 possible disparities per pixel, corresponding to
disparities of 0, 4, 8, 12, 16, and 20 on the full resolution.
We then upsample by 2 to proceed to the next higher reso-
lution, this time considering 4 possible labels. Finally, we
upsample to full resolution and consider 4 possible labels.
This method allows us to consider a sufficient number of
disparity levels arising in stereo matching problems1. The
method can, in theory, be just as accurate with only two
coarse-to-fine iterations, one at the downsample factor of 4,
and one at full resolution. However, we found that includ-
ing intermediate coarseness layers allows for some ability to
correct errors and yields the best results (see Appendix E).

To reduce the QUBO size further, we split the problem
into bundles of epipolar lines and solve for each bundle in-
dividually. Similar to Heidari et al. [26], we observe that
the solutions obtained by our method are still noisy. There-
fore, we follow their denoising approach and apply me-
dian filtering to our disparity estimate at each resolution be-
fore upsampling, and bilateral filtering [56] as a final post-
processing step. We have now obtained a quantum-hybrid
method for stereo matching that can leverage modern quan-
tum hardware for combinatorial optimization objectives. A
full overview of the method is given in Algorithms 1 and 2.

4. Experimental Results
For the following sections, we follow Heidari et al. [26] and
test on four stereo matching pairs from the Middlebury 2001
dataset [47]: Tsukuba, Bull, Venus, and Sawtooth. We use
the root mean squared error (RMSE) and bad pixel percent-
age (BPP) [47] with δd := 1 for numerical evaluations.

4.1. Our Experimental Setting

There are many traditional methods to solve QUBO prob-
lems. For non-quantum methods, we selected Gurobi [24]
and simulated annealing [29]. Gurobi uses branch and
bound optimization to find a solution near the global op-
timum within a tight margin. Its output can be viewed as
what an ideal quantum annealer would produce. Simulated
annealing is a traditional global optimization technique to
solve non-convex problems and can be seen as a simulation

1e.g., all disparity levels present in the Middlebury dataset [47]

Algorithm 1 Coarse-to-Fine Stereo Matching

1: procedure STEREO MATCH(IL, IR)
2: resolutions← [ 1

4
, 1
2
, 1]

3: disparity ranges← [6, 4, 4]
4: D∗ ← 0
5: for step in [1, 2, 3] do
6: r← resolutions[step]
7: dr← disparity ranges[step]
8: pd← DISPARITY RANGES AT RES(r, dr,D∗)
9: ILstep ← RESIZE(IL, r)

10: IRstep ← RESIZE(IR, r)
11: Ed ← BUILD DATA TERMS(pd, ILstep, I

R
step)

12: Es ← BUILD SMOOTHNESS TERMS(pd, ILstep, I
R
step)

13: φp ← Ed ▷ Convert to MRF notation
14: φp,q ← Es ▷ Convert to MRF notation
15: ℓ∗ ← SOLVE MRF MAP(φp, φp,q) (Algorithm 2)
16: D∗ ← ℓ∗ ▷ Convert from MRF notation
17: D∗ ← FULL SIZE FROM RESOLUTION(D∗, r)
18: D∗ ← MEDIAN FILTER(D∗)
19: end for
20: D∗ ← BILATERAL FILTER(D∗)
21: return D∗

22: end procedure

Algorithm 2 MRF MAP Solver via QUBO

1: procedure SOLVE MRF MAP(φp, φp,q)
2: Q← ENCODE QUBO(φp, φp,q) (Eq. (9))
3: x∗ ← ANNEAL(Q) ▷ D-Wave or trad. solver
4: ℓ∗ ← DECODE ANNEALER RESPONSE(x∗)
5: return ℓ∗

6: end procedure

of a thermal annealing process. We use D-Wave’s simulated
annealer with default parameters [14].

To test with quantum annealing, we use D-Wave’s Pega-
sus QPU with ∼5.4 · 104 qubits [6]. To compute the minor
embeddings onto Pegasus, we use D-Wave’s minorminer,
which by default relies on Cai et al.’s algorithm [10]. Minor
embedding is required as physical qubits have limited con-
nectivity, and the logical (or analytically derived qubits) of-
ten need to be mapped to chains of physical qubits to enable
sampling of a given problem. A minor embedding is a map-
ping of QUBO binary variables to specific hardware qubits
on the QPU. Since physical qubits are connected in a pre-
defined pattern (with limited connectivity), a single binary
variable must be often mapped to chains of qubits to rep-
resent an arbitrary QUBO correctly. Lastly, we tested our
approach on closed-source D-Wave’s hybrid solver, which
uses traditional optimization in conjunction with quantum
annealing. For all techniques involving quantum annealers
or simulated annealing, we allow 500 annealing runs and
take the lowest energy solution. All other settings involving
D-Wave’s API are set to the default (i.e., annealing time
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Figure 2. The first row shows the Left Image from each of the
four Middlebury stereo pairs. The second row shows the Ground-
Truth displacements for each pair. The remaining rows show re-
sults by our method using different optimizers: Gurobi, Simulated
Annealing, D-Wave’s Hybrid Quantum-Classical Solver, and the
D-Wave’s Pegasus QPU. The choice of optimizer has a strong in-
fluence on the result quality, and we observe that the traditional
optimizer Gurobi outperforms all other methods. We hypothesize
that this is because of the jagged and challenging energy landscape
for the tested quantum annealer caused by our rectifiers and the
current state of quantum hardware.

of 20µsec, a majority voting policy for resolving broken
chains of physical qubits, and a chain strength calculated
as C = 1.414R

√
D, with R being the standard deviation

of quadratic QUBO coefficients and D being the average
degree of QUBO problem nodes).

For the experiments, we restrict our bundles to be a sin-
gle epipolar line. First, this makes our results more compa-
rable to the previous quantum-admissible stereo matching
approach [26] that also operates solely on single epipolar
lines. Second, a single epipolar line problem from the Mid-
dlebury dataset is sufficiently small to embed onto current
D-Wave hardware at all three coarseness levels. We provide
a visualization of the different results in Fig. 2 and numeri-
cal results in Tab. 1.

Image Pair Gurobi Simulated Annealing Hybrid QPU
RMSE BPP RMSE BPP RMSE BPP RMSE BPP

Tsukuba 1.53 12.93 1.87 30.64 1.79 26.82 2.24 45.62
Bull 0.58 3.46 1.86 45.29 1.66 31.57 3.51 76.98

Sawtooth 1.89 24.51 2.27 47.73 2.71 47.49 3.99 74.24
Venus 0.96 8.16 3.04 56.75 2.17 42.43 3.24 67.70

Average 1.24 12.27 2.26 45.10 2.08 37.08 3.25 66.14

Table 1. The Root Mean Squared Error (RMSE) and Bad Pixel
Percentage (BPP) of our method using all the optimizers used in
Fig. 2. Gurobi outperforms all other optimizers on both metrics

Our method performs best when using Gurobi. We con-
jecture that this is because introducing constraints into a
QUBO (i.e., rectification of the QUBO data term) can dis-
rupt the energy landscape and impede the annealing pro-
cess. For a deeper discussion of this phenomenon, we refer
to Birdal and Golyanik et al. [4]. Note that future anneal-
ers are expected to improve their properties in sampling of
more and more challenging energy landscapes, and achieve
performance similar to and even better than Gurobi.

Due to the success of the Gurobi optimizations, for sub-
sequent results, we use it unless stated otherwise. In Fig. 3,
we visualize the coarse-to-fine steps of our method. Similar
to the previous quantum stereo matching approach [26], the
initial results are noisy, while applying median filtering is
able to remove the noise effectively. In all the annealing-
based methods, we observe splotchy artifacts, which come
from coarser resolutions of the pyramid and represent a
drawback of coarse-to-fine methods: even with intermedi-
ate filtering for corrections, small errors can compound.

In the Gurobi case, these splotchy artifacts are negligi-
ble. However, some minor artifacts are still apparent. The
streaking patterns (particularly clear on Tsukuba) are likely
to occur when one optimizes the epipolar lines indepen-
dently. We can also see such artifacts in Heidari et al. [26].
The Sawtooth example has two additional unwanted arti-
facts: over-regularization along the jagged edges, and some
general inaccuracies in the lower left region. The over-
regularization can be attributed to an incompatible parame-
terization of our regularizer. We have to select hyperparam-
eters which work well in general, and these jagged edges are
a corner case. We conjecture that the poor estimation in the
lower left region is also due to our energy model parame-
terization. The images have a lot of texture in that region of
the frame which is misinterpreted as edges of objects, caus-
ing under regularization. Additionally, the texture contains
repeating brightnesses across the epipolar line, weakening
our brightness constancy assumption.

4.2. Comparison to Heidari et al. [26]

We compare our results to those of Heidari et al.’s [26].
However, when making such a comparison, we note that D-
Wave’s hybrid optimizer is proprietary. Therefore, it is im-
possible to diagnose to what degree Heidari et al.’s QUBO

6
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Figure 3. Stereo estimation on the Tsukuba image pair at the
three resolution levels, before and after median filtering using the
Gurobi solver. Median filtering helps to prevent cascading errors
from lower resolution estimates. The final result after bilateral fil-
tering is shown in Fig. 2.

problems were optimized with traditional or quantum hard-
ware. To this end, we compare our method using Gurobi
against Heidari et al.’s and find that according to Tab. 2
ours is 22.5% better in RMSE on average, although we do
have a higher BPP. This can be considered an upper bound
of the performance improvement we can achieve. We also
considered how Heidari et al.’s results would look if they
used classical optimization. For the classical optimization
of their formulation, we solved the max-flow min-cut prob-
lem using the Ford Fulkerson algorithm [20]. We do not
have access to their regularization weight, and determined
a value empirically that we found to yield strong perfor-
mance. Even in this case, our method has a 2% improve-
ment in RMSE over Heidari et al. We conclude that the im-
provement due to our method lies between 2% and 22.5%.

We compare our results visually in Fig. 4 and numer-
ically in Tab. 2. For added context, we also include the
result of using D-Wave’s Hybrid optimizer on our method,
even though we cannot directly compare to Heidari et al. for
the reasons given above. In comparison to Heidari et al.’s
hybrid results, our Gurobi results have significantly fewer
streaking artifacts. This can be partially explained by the
fact that Heidari et al.’s technique only optimizes a single
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Figure 4. Visual comparison of our method against [26] using
Hybrid annealing, and a comparison of our method using Gurobi
and the method used in [26] optimized using the classical Ford
Fulkerson algorithm [20]. For both methods, we can see a marked
visual improvement when classical optimizers are used. Gurobi
provides a near-optimal solution, while Ford Fulkerson provides a
global optimum.

Image Pair Ours (H) Heidari (H) Ours (G) Heidari (F)
RMSE BPP RMSE BPP RMSE BPP RMSE BPP

Tsukuba 1.79 26.82 1.8 12.8 1.53 12.93 1.58 13.02
Bull 1.66 31.57 1.3 5.4 0.58 3.46 0.56 3.57

Sawtooth 2.71 47.49 1.9 9.9 1.89 24.51 1.76 11.73
Venus 2.16 42.43 1.4 9.8 0.96 8.16 1.17 10.25

Average 2.06 37.08 1.6 9.48 1.24 12.27 1.27 9.40

Table 2. The Root Mean Squared Error (RMSE) and Bad Pixel
Percentage (BPP) of our method against [26] using Hybrid an-
nealing, and a comparison of our method using Gurobi and the
method used in [26] optimized using the classical Ford Fulker-
son algorithm. Under hybrid annealing conditions, the previous
method outperforms ours. Under ideal conditions, we can achieve
a lower average RMSE, although we have a higher BPP.

epipolar line at a time. However, because we lack full ac-
cess to D-Wave’s complete hybrid algorithm, we cannot say
for certain. When comparing our Gurobi results to Heidari
et al.’s method optimized with Ford Fulkerson [20], we ob-
serve that their method has better estimates in the lower left
region of Sawtooth than our approach. We suspect this is
because Heidari et al.’s method has no coarse-to-fine steps,
which are leading to estimation errors for Sawtooth (See
Appendix E for a full discussion).

4.3. Comparison to Traditional Methods

We also compared our results against non-quantum classical
methods assessed in [26], i.e., Block Matching, [21], Belief

7



Image Pair Ours (G) BM BP LE
RMSE BPP RMSE BPP RMSE BPP RMSE BPP

Tsukuba 1.53 12.93 1.74 13 1.66 9 1.01 2.9
Bull 0.58 3.46 2.76 23 1.71 8 0.25 0.3

Sawtooth 1.89 24.51 3.34 22 1.96 10 0.81 2.8
Venus 0.96 8.16 3.27 26 2.40 6 0.62 2.31

Table 3. The Root Mean Squared (RMSE) and Bad Pixel Per-
centage (BPP) of our method against the purely classical Block
Matching, [21], Belief Propagation [53], and Local-Expansion
[55]. We can see that only Local Expansion outperforms our
method on RMSE. Except for the Sawtooth pair, we are also com-
parable to BM and BP on BPP.

Image Pair Ours (G) No R L R No B No M No B
RMSE BPP RMSE BPP RMSE BPP RMSE BPP RMSE BPP

Tsukuba 1.53 12.93 1.65 18.63 1.57 13.30 1.59 11.72 2.56 15.19
Bull 0.58 3.46 1.55 16.06 0.56 3.73 0.59 2.70 1.21 6.25

Sawtooth 1.89 24.51 2.30 31.54 1.95 25.20 1.95 23.41 1.99 14.13
Venus 0.96 8.16 1.64 22.22 0.96 7.50 1.03 7.23 1.89 12.34

Average 1.24 12.27 1.79 22.11 1.26 12.43 1.29 11.27 1.91 11.98

Table 4. The RMSE and BPP of our method with different ele-
ments removed. See the caption of Fig. 5 for the signification of
the abbreviations.

Propagation [53], and Local-Expansion [55]. The numeri-
cal results are given in Tab. 3 and we can see that with an
ideal quantum computer, our approach can outperform ex-
isting traditional methods.

4.4. Ablation Studies

In this section, we perform ablation studies of the elements
of our algorithm. We ran our method without a regulariza-
tion term, with a linear regularizer as in [26], without bilat-
eral filtering, and without median and bilateral filtering.

These results are given in Fig. 5 and Tab. 4 and provide
insights into our method. As expected, when no regularizer
is used, the quality drops significantly. Using a linear regu-
larizer instead of our more sophisticated nonlinear regular-
izer had a small impact on the visual appearance and final
outcome. In the case of Bull, it is even slightly lower RMSE
than the nonlinear regularizer, although it is still higher on
average. We suspect this is due to Bull’s disparities being
very homogeneous and linear overall, therefore a linear reg-
ularizer is advantageous. The bilateral filtering has a blur-
ring effect on the final outcome. Although removing it leads
to a small increase RSME, we observe a decrease in BPP.
This trade-off occurs because the bilateral filter assists in
averaging out the displacements, which generally makes es-
timates closer in more homogeneous regions, at the cost of
a loss of sharpness (and increasing BPP) around the edges.
In contrast, removing bilateral and median filtering leads to
a much stronger increase in RMSE. This is because median
filtering can prevent small inaccuracies made at coarse lev-
els.
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Figure 5. Ablation study of the components of our algorithm.
“No Regularizer” sets Es=0 from line 12 of Algorithm 1, which
disables the regularizer and reverts to only using the data term.
“Linear Regularizer” does not leverage truncation and is not edge-
aware. “No Bilateral filter” removes the bilateral filtering in line
20 of Algorithm 1. “No Median and No Bilateral filtering” row
removes lines 18 and 20 from Algorithm 1.

5. Conclusion
We proposed a new approach for quantum-hybrid stereo
matching by formulating it as an MRF MAP inference
problem. Thanks to the coarse-to-fine policy, we were
able to practically apply our technique to real stereo pairs
and achieve higher accuracy than prior quantum-admissible
stereo matching methods by 2% to 22.5%. As more power-
ful quantum annealers arise in the future and match or sur-
pass the result quality of Gurobi, our method will directly
benefit from these improvements.

The QUBO formulation of a general MRF MAP infer-
ence allows for greater flexibility in selecting the smooth-
ness term of our energy functional than prior work. Other
problems, such as image segmentation and restoration can
be expressed as an MRF MAP estimation and are compati-
ble with our technique. Notably, optical flow can be treated
as an extension of stereo matching with a 2D search space
that could also be estimated by our framework in the future.
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Supplementary Material

This supplement contains material which is relevant to our work, but could not be included in the main body of our paper due
to the page limit. In Appendix A, we present the formula and proofs for the function Λ(., .) complementing Sec. 3.2 (main
paper). In Appendix B, we explain the binary encoding scheme for our MRF as mentioned in Sec. 3.2. In Appendix C, we
also offer an analysis of how our QUBO problems embed onto modern quantum hardware, which was also briefly mentioned
in Sec. 3.2. In Appendix D, we provide the hyperparameters we used in our algorithm as promised in Sec. 3.3 (main paper).
In Appendix E, we ablate our coarse-to-fine method by examining what happens when we remove one intermediate coarse-
to-fine step, as we note that each step is necessary in Sec. 3.3. In Appendix F, we examine what happens to our stereo
matching results when we lower the values of the rectifier function Λ(., .), as we mention in Sec. 3.2. Finally, in Appendix G,
we include additional results of running our algorithm on some examples from the Sintel dataset for stereo matching [9].

A. Deriving Rectifiers For the One-Hot Encoding Scheme
A.1. Deriving Upper Bounds on Non-Granular Rectifiers

We will now derive the function Λ(ℓrv, ℓ
s
v), which produces sufficiently high rectifier terms in Eq. (9) such that the QUBO

minimizer is the MRF MAP inference. In this section, we define this function such that the constraints are of the form used in
QSync [4]. In Appendix A.5, we derive the more granular function. To define Λ(ℓrv, ℓ

s
v), we require some additional notation.

Suppose (p,q) ∈ E . Let
γ(ℓrp,q) := maxℓsq∈Lq{φp,q(ℓ

r
p, ℓ

s
q)} . (15)

Thus, γ(ℓrp,q) represents the maximum regularization cost present on the edge (p,q), if p has been assigned the label ℓrp.
Next, we define:

χ(p) := max{0,minℓrp∈Lp{φp(ℓ
r
p) +

∑
(p,q)∈E

max{0, γ(ℓrp,q)}}+ ϵ} . (16)

χ(p) is an upper bound of the energy increase of flipping a label xℓrp
of p to be 1. This energy increase is calculated from

the data cost of flipping each label, added to the potential highest possible regularization costs of flipping that label. If all
labels for p are set to 0, one can always pick a label to flip such that that energy increase is less than or equal to χ(p). We
now define

ζ(ℓrp) :=
∑

(p,q)∈E

∑
ℓsq∈Lq

min{0, φp,q(ℓ
r
p, ℓ

s
q)}} . (17)

This value tracks all negative regularization energy that can be incurred by flipping xℓrp
of p to be 1. Next, define

Θ(ℓrp, ℓ
s
p) := min{0, φp(ℓ

r
p) + ζ(ℓrp)− ϵ, φq(ℓ

s
q) + ζ(ℓsq)− ϵ} . (18)

This value accounts for the smaller energy decrease of either flipping ℓrp or ℓsp to 1. Now, for any two labels ℓip, ℓ
j
p ∈ Lp, we

can define our function Λ(ℓip, ℓ
j
p) as follows:

Λ(ℓip, ℓ
j
p) := max{χ(p),maxℓrp,ℓsp∈Lp{−Θ(ℓrp, ℓ

s
p)}} . (19)

We will now show that the lowest energy solution to the QUBO with the matrix presented in Eq. (9) must satisfy the con-
straints presented in Eq. (8).
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A.2. Every Variable Receives at Least One Label

This bound ensures that at least one binary label xℓrp
is 1 for every variable p. Assume that all other labels xℓsp

of p are set
to 0. We select a label to flip ℓrp such that:

ℓrp = argminℓrp∈Lp
{φp(ℓ

r
p) +

∑
(p,q)∈E

max{0, γ(ℓrp,q)}} . (20)

Let c be the regularization cost incurred by flipping ℓrp to 1. Then, the total change in energy caused by flipping ℓrp is

φp(ℓ
r
p) + c− Λ(ℓrp, ℓ

r
p) ≤

φp(ℓ
r
p) + c− χ(p) ≤

φp(ℓ
r
p) + c−minℓrp∈Lp{φp(ℓ

r
p) +

∑
(p,q)∈E

max{0, γ(ℓrp,q)}} − ϵ .
(21)

By our construction,
c ≤

∑
(p,q)∈E

max{0, γ(ℓrp,q)}, (22)

which means

φp(ℓ
r
p) + c ≤ minℓrp∈Lp{φp(ℓ

r
p) +

∑
(p,q)∈E

max{0, γ(ℓrp,q)}} . (23)

Therefore, the expression (21) must be less than or equal to −ϵ < 0. Thus, there is still a lower energy to set xℓrp
= 1 rather

than 0.

A.3. Every Variable Receives at Most One Label

Conversely, this bound ensures that at most one label xℓrp is set to 1 for a variable p. Suppose xℓrp and xℓsp are two binary
labels of the same variable. Assume without loss of generality that xℓrp

= 1 and xℓsp
= 0. Now, consider the total change in

energy that will occur if we flip xℓsp
to 1: there will be the cost incurred by the diagonal entry of Q (φp(ℓ

s
p)−Λ(ℓsp, ℓ

s
p)), the

cost of incurred by setting xℓrp
and xℓsp

to 1 (2Λ(ℓsp, ℓ
r
p)), and some regularization cost from neighbor variables, which we

will write as c. We sum all of these terms together to consider the total change in energy:

φp(ℓ
s
p)− Λ(ℓsp, ℓ

s
p) + 2Λ(ℓsp, ℓ

r
p) + c =

φp(ℓ
s
p) + Λ(ℓsp, ℓ

s
p) + c ≥

φp(ℓ
s
p) + maxℓrp,ℓsp∈Lp{−Θ(ℓrp, ℓ

s
p)}+ c ≥

φp(ℓ
s
p)−Θ(ℓrp, ℓ

s
p) + c =

φp(ℓ
s
p)−min{0, φp(ℓ

r
p) + ζ(ℓrp)− ϵ, φp(ℓ

s
p) + ζ(ℓsp)− ϵ}+ c =

φp(ℓ
s
p) + max{0,−φp(ℓ

r
p)− ζ(ℓrp) + ϵ,−φp(ℓ

s
p)− ζ(ℓsp) + ϵ}+ c ≥

φp(ℓ
s
p)− φp(ℓ

s
p)− ζ(ℓsp) + ϵ+ c =

− ζ(ℓsp) + ϵ+ c .

(24)

By the construction of ζ(ℓsp) in Eq. (17), ζ(ℓsp) must be less than or equal to c. Thus, our expression above is greater than or
equal to ϵ > 0. Thus, there is a net increase in energy when we set both labels to 1.

A.4. Proof of Correct QUBO Behaviour

We can guarantee that the lowest energy state satisfies our constraints. To understand this, consider a QUBO solution x
where, for some Markov variable p, all binary variables xℓip

are 0. Then Appendix A.2 proves that there is a label that can be
flipped to 1 to lower the energy. Therefore, x must not be the optimal solution. Now, consider a solution x where 2 or more
binary variables that act as labels for Markov variable p are set to 1. A.3 shows that there will be a net energy decrease if one
of those variables is flipped to 0. Therefore, x cannot be the optimal solution. Therefore, the optimal QUBO solution must
obey the constraints in Eq. (8).
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Let x be a QUBO solution which obeys all constraints, and corresponds to a labelling ℓ. The total energy of the QUBO is:

xTQx = E(ℓ)−
∑
p∈V

Λ(ℓip, ℓ
i
p) , (25)

with E(ℓ) as defined in Eq. (4). Because
∑

p∈V Λ(ℓip, ℓ
i
p) is a constant, it is clear that any solution x∗ which minimizes

xTQx must therefore minimize E(ℓ(.)).

A.5. A More Granular Implementation of Constraints

We can treat Λ is a function of individual labels:

Λ(ℓrp, ℓ
s
p) =

{
χ(p) if r = s
χ(p)−Θ(ℓrp,ℓ

s
p)

2 else .
(26)

We prove that the resulting QUBO obeys our constraints at its optimum, and then the rest of the proof follows exactly the
derivations in Appendix A.4.

To prove that every variable receives at least one label, the same argument given in Appendix A.2 holds in this case
as well. We can show that for every p, there exists a label ℓrp such that flipping it to 1 will cause an energy change of
φp(ℓ

r
p) + c− χ(p) < 0 if no other label has been flipped yet.

To prove that every variable receives at most one label, the argument given in Appendix A.3 needs to be modified slightly.
In this case, the net change in energy from flipping xℓ2p

to 1 is:

φp(ℓ
s
p)− χ(p) + 2

χ(p)−Θ(ℓrp, ℓ
s
p)

2
+ c =

φp(ℓ
s
p)−Θ(ℓrp, ℓ

s
p) + c .

(27)

From here, the proof follows the same logic as in Eq. (24).

A.6. Analysis of Improvement

The decrease in Λ(ℓrp, ℓ
s
p) for r = s is:

max{0,maxℓrp,ℓsp∈Lp{−Θ(ℓrp, ℓ
s
p)} − χ(p)} . (28)

The decrease in Λ(ℓrp, ℓ
s
p) for r ̸= s is:

max
{
χ(p) + Θ(ℓrp, ℓ

s
p)

2
,maxℓrp,ℓsp∈Lp{−Θ(ℓrp, ℓ

s
p)} −

χ(p)−Θ(ℓrp, ℓ
s
p)

2

}
. (29)

By implementing more granular constraints, we can be less disruptive to the energy landscape with the same constraint
guarantees. Thus, this formulation is an improvement upon the less granular formulation presented in [4]

B. The Binary Encoding of MRF MAP Inference
B.1. Encoding the MRF Energy as a High-Order Binary Polynomial

Let deg(p) represent the degree of variable p, that is, how many variables are neighbors of p, and define:

fp,q(ℓp, ℓq) =
φp(ℓp)

deg(p)
+ φp,q(ℓp, ℓq) +

φq(ℓq)

deg(q)
. (30)

We can view the Markov cost function Eq. (2) from a different perspective:

E(ℓ(·)) =
∑

(p,q)∈E

fp,q(ℓp, ℓq) . (31)

For every Markov variable p, we define our label space to be Lp = {0, 1}n, and we define binary variables
{xp,0, ...,xp,n}. Each xp,i is flipped to 0 or 1, and the sequence xp,0, ..., xp,n is a binary encoding of a label in Lp.
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For label spaces whose size is not a power of 2, we include extra labels to round the size up to the nearest power of 2. The
extra labels can be duplicates of the original labels.

We will now represent fp,q as a polynomial of the binary variables {xp,0, ...,xp,n}, and {xq,0, ...,xq,m}. To construct
this polynomial, we require the following notation: Let (σp)i be the ith entry of the binary string σp ∈ p. Define:

δ(σp,xp,i) =

{
xp,i if (σp)i = 1

1, if (σp)i = 0 .
(32)

Then, fp,q is a polynomial of the following form:

fp,q(xp,0, ...,xp,n,xq,0, ...,xp,m) =
∑

(σp,σq)∈Lp×Lq

aσp,σq(Πi∈[1,...,n]δ(σp,xp,i)) · (Πj∈[1,...,m]δ(σq,xq,j)) . (33)

where the formula for aσp,σq is defined as follows: We order σ′
p ≤ σp, if for every index i, (σ′

p)i ≤ (σp)i. Additionally, we
define κ(σp) to be equal to the number of 1’s present in κ(σp). We can write aσp,σq as:

aσp,σq :=
∑

σ′
p≤σp,σ′

q≤σq

(−1)κ(σp)+κ(σq)−κ(σ′
p)−κ(σ′

q)fp,q(σ
′
p, σ

′
q) . (34)

We now prove that this formula provides the correct coefficients for our polynomial.

B.2. Proof of Coefficient Formula Correctness

If we plug in the binary strings xp ≡ xp,0, ...,xp,n and xq ≡ xq,0, ...,xp,m into Eq. (33), we obtain:

fp,q(xp, xq) =
∑

σp≤xp,σq≤xq

aσp,σq

=
∑

σp≤xp,σq≤xq

∑
σ′
p≤σp,σ′

q≤σq

(−1)κ(σp)+κ(σq)−κ(σ′
p)−κ(σ′

q)fp,q(σ
′
p, σ

′
q)

=
∑

σ′
p≤xp,σ′

q≤xq

fp,q(σ
′
p, σ

′
q)

∑
σ′
p≤σp≤xp,σ′

q≤σq≤xq

(−1)κ(σp)+κ(σq)−κ(σ′
p)−κ(σ′

q) .

(35)

We now focus on simplifying the inner term:∑
σ′
p≤σp≤xp,σ′

q≤σq≤xq

(−1)κ(σp)+κ(σq)−κ(σ′
p)−κ(σ′

q) . (36)

We can regroup this sum into terms with different values of κ(σ′
p) + κ(σ′

q). From combinatorics, we know that there are

exactly
(κ(xp)+κ(xq)−κ(σ′

p)−κ(σ′
q)

k−κ(σ′
p)−κ(σ′

q)

)
pairs of binary strings σp, σq such that κ(σp) + κ(σq) = k. Therefore, we can express

Eq. (36) as: ∑
κ(σ′

p)+κ(σ′
q)≤k≤κ(xp)+κ(xq)

(
κ(xp) + κ(xq)− κ(σ′

p)− κ(σ′
q)

k − κ(σ′
p)− κ(σ′

q)

)
(−1)k−κ(σ′

p)−κ(σ′
q) . (37)

We can shift the indices of this sum by κ(σ′
p) + κ(σ′

q):∑
0≤k≤κ(xp)+κ(xq)−κ(σ′

p)−κ(σ′
q)

(
κ(xp) + κ(xq)− κ(σ′

p)− κ(σ′
q)

k

)
(−1)k . (38)

Next, we multiply this term by 1κ(xp)+κ(xq)−κ(σ′
p)−κ(σ′

q)−k ≡ 1 and obtain:∑
0≤k≤κ(xp)+κ(xq)−κ(σ′

p)−κ(σ′
q)

(
κ(xp) + κ(xq)− κ(σ′

p)− κ(σ′
q)

k

)
(−1)k1κ(xp)+κ(xq)−κ(σ′

p)−κ(σ′
q)−k . (39)
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By the binomial theorem, this is equivalent to:

(−1 + 1)κ(xp)+κ(xq)−κ(σ′
p)−κ(σ′

q) . (40)

If σ′
p = xp and σ′

q = xq, this expression is 1, and 0 otherwise. Therefore, we can evaluate the last expression in Eq. (33) to
be equal to fp,q(xp, xq), as needed. This completes the proof. Therefore, if we could somehow transform the minimization
of

E(ℓ(·)) =
∑

(p,q)∈E

∑
(σp,σq)∈Lp×Lq

aσp,σq(Πi∈[1,...,n]δ(σp, xp,i)) · (Πj∈[1,...,m]δ(σq, xq,j)), (41)

into the minimization of a quadratic polynomial, we will have formed a QUBO problem.

B.3. Transforming Higher-Order Binary Vector Polynomial Minimization into a QUBO

A technique to transform higher-order polynomial minimization over a binary vector into a QUBO exists and is well explained
in Ishikawa [28]: In Sec. 4.2, it is shown that, in a polynomial minimization problem in which all variables are binary, a
polynomial term

ax0...xk (42)

can be transformed into
minw∈{0,1}aw{S1 − (k − 1)}, (43)

when a < 0 and

minw0,...w⌊ k−1
2

⌋
∈{0,1}a{

k∑
i=1

wi(ci,k(−S1 + 2i)− 1) + aS2}, (44)

when a > 0, and the minimal argument of the polynomial remains the same. Here, ci,k = 1 if k is odd and i = k, and
ci,k = 2 otherwise. S1 and S2 are defined as:

S1 =

k∑
i=1

xi and (45)

S2 =
S1(S1 − 1)

2
. (46)

This construction introduces auxiliary binary variables (w if a < 0 or w1, ..., wk if a > 0) to handle the complexity of
higher-order terms. These auxiliary binary variables are added into our QUBO problem, and must be optimized alongside
our original binary variables. However, once the optimization is complete, we can read off our solution from the original
variables and discard the response of the auxiliary variables.

With these techniques, minimization of a polynomial of binary variables of any order can be reduced to a minimization of
a quadratic polynomial of binary variables by iteratively applying the transformations explained above to any terms of order
greater than 2. A full proof of why these transformations preserve the minimal argument of the polynomial is too long to
explain here, but is elaborated on at length in Ishikawa [28].

We have shown how to express the minimization of E(ℓ(·)) as a minimization over binary variables. A sketch of the full
encoding algorithm goes as follows: 1) For each edge (p,q), calculate all ap,q from Eq. (34); 2) sum all fp,q into one large
polynomial E(ℓ(·)) (See Eq. (31)), and reduce all higher-order terms to quadratic or lower using the techniques in Ishikawa
[28]; 3) build Q from the resulting coefficients.

C. Embedding QUBO Problem Graphs onto D-Wave
One key bottleneck for modern quantum computing is minor embedding: once a QUBO is defined, all the binary variables of
x must be mapped to physical qubits present on the QPU, and all non-zero entries of the off-diagonals of Q must be mapped
to the appropriate physical couplers connecting physical qubits. To make this embedding process more flexible, it is possible
to chain qubits together: any two physical qubits which share a coupler can be treated as a single physical qubit during the
embedding. However, during annealing, qubit chains are at risk of breaking (i.e., not behaving like a single physical qubit),
making it ill-defined to measure the QUBO solution from the annealer. The longer the qubit chain, the higher the risk of the
chain breaking. Therefore, we aim to keep chains as small as possible.

We first examine the embedding properties of our one-hot encoding scheme, and then turn our attention to the binary
encoding scheme proposed in Appendix B, and see why it is more challenging to embed.
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Step 1 Step 2 Step 3

Figure 6. The QUBO problem graphs for the first epipolar line of Venus image pair visualized using D-Wave’s Problem Inspector. The
single curve structure of these graphs arises because regularization costs only occur between the immediate neighbors on the epipolar line.

Step 1 Step 2 Step 3

Figure 7. The QUBO problem embeddings onto D-Wave’s Pegasus QPU for the first epipolar line of Venus image pair visualized using
D-Wave’s Problem Inspector. The Pegasus QPU has 5, 640 qubits with 40, 484 couplers [6]. Although the QUBO problem graphs have
much fewer vertices and edges than the Pegasus QPU’s qubits and couplers, one can see that a large portion of these resources are needed
in order to embed properly. This is because many qubit chains are used for the embedding.

C.1. Embedding of the One-Hot Encoding Scheme

A QUBO’s problem graph is a useful concept for discussing minor embedding. For a QUBO problem represented by the
matrix Q, the corresponding problem graph has vertices corresponding to each binary variable of the QUBO, and edges
connecting any two vertices whose corresponding binary variables interact in the QUBO problem. We visualize the QUBO
problem graphs for the first epipolar line of the Venus image pair at all three coarse-to-fine steps in Fig. 6. We visualize those
same problem graphs when they are embedded onto the D-Wave Pegasus hardware in Fig. 7. The numerics for these problem
graphs and embeddings are given in Tab. 5.

For all steps, an embedding is possible, meaning our algorithm can be run on modern hardware. Additionally, the number
of vertices of our QUBO problem graph grows linearly as the number of disparities considered by the algorithm increases,
or when the length of the epipolar line increases. This means that the one-hot encoding scales well as our problem size
increases.

C.2. Embedding of the Binary Encoding Scheme

We report the number of QUBO problem graph edges and vertices required for stereo matching the Venus image pair (across
all steps) in Tab. 6. For Step 1, the number of edges is greater than the number of couplers, meaning it is impossible to find
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Step 1 2 3
Epipolar Line Length 108 217 434

Disparity Levels 6 4 4
QUBO Graph Nodes 648 868 1,736
QUBO Graph Edges 5,472 4,758 9,532

Physical Qubits 2,254 1,937 3,795
Physical Couplers 6,541 5,827 11,591

Physical Max Chain Length 10 5 5

Table 5. QUBO Problem graph statistics for our method with a one-hot encoding scheme for a single epipolar line, and statistics on the
computed embeddings of the QUBO problem graphs onto the D-Wave Pegasus QPU. The epipolar line length is from the widest of the
Middlebury images, Venus and Sawtooth. Thus, our stereo matching QUBO problems are embeddable on modern quantum hardware.

Step 1 2 3
QUBO Graph Nodes 5,461 1,514 3,033
QUBO Graph Edges 147,452 7,561 15,156

Table 6. Computed embeddings for the D-Wave Pegasus, binary encoding. Given the increased complexity of the graph topology, we were
unable to calculate embeddings for all 3 resolution levels.

Step 1 2 3
Downsample Factor (Algorithm 1) 4 2 1

Displacements Considered (Algorithm 1) 6 4 4
τ (Eq. (11)) 0.15 0.15 0.3
q (Eq. (11)) 10 10 10
m (Eq. (12)) 0.0015 0.0015 ∞
s (Eq. (12)) 0.0005 0.0003 0.0005

Median Filter Window (Algorithm 1) 7×7 7×7 7×7
Bilateral Filter Diameter (Algorithm 1) n/a n/a 12

Bilateral Filter Sigma Color (Algorithm 1) n/a n/a 75
Bilateral Filter Sigma Space (Algorithm 1) n/a n/a 75

Table 7. Hyperparameters for our stereo matching algorithm described in Sec. 3.4 of the main paper.

an embedding. As the number of disparities grows, the number of auxiliary binary variables needed grows exponentially (see
Section 5.4 of Ishikawa [28]). This explains why the problem graph for the initial step is so large. Note that the number of
binary variables needed still grows linearly with respect to epipolar line length.

D-Wave’s upcoming QPU with the Zephyr topology (expected in 2024) should contain 7.4 · 104 qubits [13]. However, we
were still unable to find an embedding for Step 1 in this topology. Because we cannot embed this binary encoding approach
into modern or next-generation QPU’s, we decided to focus our attention on using the one-hot encoding scheme.

D. Model Hyperparameters
We summarize our model parameters used across all three coarse-to-fine levels of our algorithm in Tab. 7. These parameters
were found to optimize RMSE while keeping an acceptable BPP. The median filter is across an entire window – and not
a vertical median filter as in [26] – as we found this improved the estimation. We found that at the full resolution, a non-
truncated regularizer worked best in general. Nevertheless, we still leverage the truncation at lower levels, so it is still present
in our approach. Also, note that the range of IL, IR is on the interval [0, 1].

E. Ablation Study on the Coarse-to-Fine Levels
We investigated how well our method works if we have fewer coarse-to-fine levels. In the following experiment, we removed
the iteration which considers stereo matching at a downsampling factor of 2 (step 2). The modified algorithm can still estimate
all disparities (rounded to the nearest integer) present in the ground truth, provided that it makes the correct estimation at
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Image Pair AS NS2
RMSE BPP RMSE BPP

Tsukuba 1.53 12.93 1.60 13.97
Bull 0.58 3.46 0.82 10.15

Sawtooth 1.89 24.51 1.71 18.06
Venus 0.96 8.16 1.15 13.62

Average 1.24 12.27 1.32 13.95

Table 8. The Root Mean Squared Error (RMSE) and Bad Pixel Percentage (BPP) of our full method with All Steps, and our method when
the iteration step at the intermediate resolution is removed (No Step 2). The Gurobi optimizer is used in both cases. The full algorithm has
lower RMSE an BPP.

Tsukuba Bull Sawtooth Venus

—
—

—
—

G
T

—
—

—
–A

S
—

—
—

—
N

S2

Figure 8. By row: Ground-Truth displacements for each pair, our full method with All Steps, and our method when the iteration step at
the intermediate resolution is removed (No Step 2). We can see that removing the second step means that some details are inaccurately
estimated, such as a portion of the lamp in Tsukuba and planar regions in Venus. However, in the case of Sawtooth this lack of iterations
and attention to details works to the algorithm’s benefit.

each step. The visual results as shown in Fig. 8 and numerical results are shown in Tab. 8. Other than the Sawtooth image
pair, we see a decline visually and numerically in our estimates. We conclude that having intermediate resolution steps is
useful to our method. They give the algorithm more opportunities to adjust as higher resolution details are shown, correcting
previous inaccuracies. We also suspect that the inaccurate estimates for Sawtooth begin in the second iteration because its
omission leads to better numerical results, and the improvement is particularly noticeable in the troublesome lower left area.
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Image Pair t = 0 (SA) t = 0.25 (SA) t = 0.5 (SA) t = 0.75 (SA) t = 1 (SA) t = 1.25 (SA) t = 1.5 (SA)
RMSE BPP RMSE BPP RMSE BPP RMSE BPP RMSE BPP RMSE BPP RMSE BPP

Tsukuba 7.29 100 1.87 26.24 1.80 23.70 1.79 24.37 1.87 30.64 1.84 27.11 1.89 30.06
Bull 8.29 100 1.30 24.28 1.42 31.59 1.97 38.53 1.87 45.29 2.10 43.74 2.21 48.11

Sawtooth 10.72 100 2.86 38.09 2.84 46.84 2.98 53.85 3.04 56.75 3.23 59.50 3.22 60.96
Venus 9.39 100 2.04 36.73 2.12 42.35 2.26 47.83 2.27 47.73 2.35 50.28 2.56 53.71

Average 8.92 100 2.02 31.34 2.05 36.12 2.25 41.15 2.26 45.10 2.38 45.16 2.47 48.21

Table 9. The Root Mean Squared Error (RMSE) and Bad Pixel Percentage (BPP) of the Simulated Annealing method for increasing values
of t. Lowering t below 1 can improve our metrics.

F. Ablation Study on the Strength of the Rectifiers
As discussed in Birdal et al. [4], larger constraint values can negatively affect annealer performance. Therefore, we wanted
to see if we can improve performance by decreasing these constraint values. What this means in practice is that we modify
our QUBO matrix given in Eq. (9) to the following:

∀v ∈ V, ∀ℓlv ∈ Lv : Qℓlv,ℓ
l
v
= φv(ℓ

l
v)− t · Λ(ℓlv, ℓlv)

∀p ∈ V, ∀ℓrp, ℓsp ∈ Lp, r ̸= s : Qℓrp,ℓ
s
p
= t · Λ(ℓrp, ℓsp)

Qℓjp,ℓip
= t · Λ(ℓrp, ℓsp)

∀(p,q) ∈ E,∀ℓip ∈ Lp∀ℓjq ∈ Lq : Qℓip,ℓ
j
q
=

1

2
φp,q(ℓ

i
p, ℓ

j
q)

Qℓjq,ℓip
=

1

2
φp,q(ℓ

i
p, ℓ

j
q).

(47)

Here, t ≥ 0 can adjust the strength of our rectifiers. Our formulation in Eq. (9) is a specialized case of Eq. (47) where t = 1.
For this experiment, we ran our stereo matching algorithm on the four Middlebury image pairs using all the default settings
as described in Appendix D, while changing this newly introduced variable t. We show the visual results in Fig. 10 and
numerical results in Tab. 9. Note that in the case that two or more disparities are chosen during annealing, the lower disparity
is chosen. In the case that no disparity was selected, the lowest possible disparity was selected. These experiments ran on
D-Wave’s simulated annealer.

By graphing the of the average RMSE and BPP of these stereo estimates over t (as shown in Fig. 9), we observe that
lowering t actually improves our results, with an optimum around t = 0.25, even though for this value, our constraints have
not been formally proven to be obeyed. We also observe that some t > 0 is necessary to avoid the simulator returning the
trivial answer of 0. Given more time, we would like to investigate this performance improvement further to optimize t, and
conduct experiments on the actual QPU.

G. Sintel Experiments
We ran our model on several stereo image pairs from the Sintel dataset [9]. To account for the larger displacements present in
the Sintel data, we adjusted our method to now have six coarse-to-fine levels in total. The full configuration of hyperparame-
ters is given in Tab. 10. Visual results can be found in Fig. 11, and numerical results can be found in Tab. 11. All estimates
were done using Gurobi [24].

We observe that our method is capable of scaling up to larger image pairs with more complex scenes. In particular, stereo
pairs with a continuous gradient of disparities, such as the walls in Alley 2, are estimated well. The method is also capable
of picking out finer details, such as the ladder in the lower left section of Alley 2. At the same time, there are still some
challenges. Small errors in coarser iterations compound into larger errors (observe the blotchy artifact in the upper right
section of Alley 2, for example). The proposed approach also struggles with precision in detail-heavy foregrounds. For
example, the hair in Alley 1 is missing some finer details. We suspect that in this case, the brightness constancy assumption
is insufficient, and more advanced data terms could be investigated in the future.

H. QUBO Matrix Visualization
In this section, we examine the quantum annealing process on the first epipolar line on the Tsukuba image pair at the coarsest
resolution. We first visualize the Ising model problem derived from the QUBO problem for stereo matching across this
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Figure 9. The average RMSE and BPP for the four Middlebury benchmarks over the rectifier strength t. We observe that both error metrics
obtain a minimum around t = 0.25.

Step 1 2 3 4 5 6
Downsample Factor (Algorithm 1) 32 16 8 4 2 1

Displacements Considered (Algorithm 1) 6 6 6 4 4 4
τ (Eq. (11)) 0.15 0.15 0.15 0.15 0.15 0.3
q (Eq. (11)) 10 10 10 10 10 10
m (Eq. (12)) 0.0015 0.0015 0.0015 0.0015 0.0015 ∞
s (Eq. (12)) 0.0005 0.0005 0.0005 0.0005 0.0003 0.0005

Median Filter Window (Algorithm 1) 3×3 3×3 3×3 3×3 3×3 7×7
Bilateral Filter Diameter (Algorithm 1) n/a n/a n/a n/a n/a 12

Bilateral Filter Sigma Color (Algorithm 1) n/a n/a n/a n/a n/a 75
Bilateral Filter Sigma Space (Algorithm 1) n/a n/a n/a n/a n/a 75

Table 10. Hyperparameters for our stereo matching algorithm for the Sintel dataset [9].

Image Pair Ours (G)
RMSE BPP

Alley 1 38.44 50.21
Alley 2 12.44 23.03

Sleeping 2 3.47 20.23
Temple 2 1.88 10.30
Market 2 10.83 31.22
Sleeping 1 8.73 60.35

Table 11. The Root Mean Squared Error (RMSE) and Bad Pixel Percentage (BPP) of our method using Gurobi on there sequences from
the Sintel dataset.

epipolar line. The Ising model problem attempts to minimize the following energy:

H(s) =
∑
i

hisi +
∑
i ̸=j

Ji,jsisj (48)
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Figure 10. Ground-Truth displacements compared with our Simulated Annealing approach for increasing t values.
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Figure 11. The first and fourth rows show the Left Image from the first frame of the selected scenes of the Sintel stereo pairs. The second
and fifth rows show the Ground-Truth displacements for each pair. The third and sixth rows show our stereo estimation approach using
Gurobi. We observe that our method can still make robust estimates, even though the input data is of higher resolution and more visually
complex.

where each si ∈ {−1, 1} corresponds to the QUBO variable xi via the equation:

si = 2xi − 1 (49)
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Figure 12. The Ising model matrix’s values visualized with a color mapping. The matrix has an observable pattern of 6 × 6 submatrices
of higher values centered on the diagonal, is shown in the zoomed in section A. Each one of these 6 × 6 submatrices encodes the energy
costs of selecting one of the 6 possible labels for a particular pixel. The majority of the entries are 0, as shown in the zoomed in section
B. We scaled the entries of this matrix to be in the standard range accepted by the D-Wave QPUs, see [54]. The relative sparseness of the
matrix means that it is easier to embed than a denser matrix (See Appendix C for an in-depth discussion on embedding). We also observe
that, of the non-zero entries, the highest entries are concentrated on the diagonal, and are significantly higher than other entries. This lack
of balance between entries can exacerbate the minimum gap problem.

and each hi is calculated from Q = {qi,j} as

hi =
qii
2

+
∑
j ̸=i

qi,j + qj,i
4

(50)

and each Ji,j is calculated as

Ji,j =
qi,j
4

(51)

The weights from the Ising model problem are directly translated into the QPU component’s energies, therefore by visualizing
these weights, one can better understand the energy landscape and topological complexity of the problem. To visualize these
weights, we place them into a matrix with the diagonal is populated with hi, and the off diagonal is populated with Ji,j . We
then visualize the value of the matrix entries in Fig. 12

We also wanted to examine how the minimum gap was affected by the constraints, as we observed better annealing per-
formance with lower constraints. To do so, we looked a small 10 qubit subproblem from the first epipolar line of the Tsukuba
image pair at the coarsest resolution. Beyond 10 or so qubits makes it impossible to tractably calculate the Hamiltonian’s
eigenspectrum (the Hamiltonian grows exponentially with the number of qubits). We plotted the two lowest eigenvalues over
time for this problem in Fig. 13 for different constraint weights. We found that the hard constrained problem (t = 1) had a
minimum gap of 0.039, while the soft constrained problem (t = 0.25) had a minimum gap of 0.109. Thus, we can see that
the minimum gap problem is lessened when constraints are relaxed. We ran this experiment for the other Middlebury image
pairs, see Fig. 14
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Hard Constraints Soft Constraints

Figure 13. The two lowest value spectral lines of the Hamiltonian as it transitions from its initial state to the final state. We compare
between a final problem Hamiltonian which enforces hard constraints (t = 1), compared with a same final problem Hamiltonian using
soft constraints (t = 0.25), which had better performance on the simulated annealer. In both cases, the minimum gap occurs near the
end of the annealing, but we can observe that this gap remains larger in the soft constraint case, which can help explain the improved
annealing performance. The near convergence of the spectral lines as the Hamiltonian becomes our problem Hamiltonian also implies that
the nature of this problem will be challenging to globally optimize on an annealer, even with softened constraints. Ideally, we would run
an eigenspectrum analysis on the full epipolar line problem, however this is not computationally feasible. It is possible that with a larger
problem, the difference in minimum gaps would be more pronounced.

I. Algorithm Diagrams
We visualize the core of our algorithm in Fig. 15. This shows the image values along the epipolar lines of our images are
processed by our algorithm, and ultimately influence the programming of the QPU.
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Hard Constraints Soft Constraints

Figure 14. The same experiment as in Fig. 13, only this time we consider the Bull, Sawtooth, and Venus image pairs (presented in that
order top to bottom). We see that in all three of these cases, the minimum gap is always smaller in the t = 1 case than in the t = 0.25 case.
For Bull, the difference is between 0.020 and 0.119. For Sawtooth, the difference is between 0.045 and 0.081. For Venus, the difference
is between 0.001 and 0.011. This is further evidence that relaxing constraints shrinks the minimum gap
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Figure 15. Visualization of Our Algorithm: We zoom in on the corresponding epipolar lines (See Sec. 3.3) for the Tsukuba image pair. For
pixels with Markov variables p and q, we consider their respective displacement labels ℓrp and ℓsq (See Sec. 3.2). We classically calculate
the data costs φp(ℓ

r
p) and φq(ℓ

s
q), and the regularization cost φp,q(ℓ

s
q, ℓ

r
p). These values are then processed into the QUBO matrix Q

(See Sec. 3.1), which is then used to set the qubit and coupler energies on the D-Wave QPU (Also see Sec. 3.1). The diagram only sketches
how these cost values calculated from the image pair are programmed into the QPU. Numerical details of the QUBO encoding scheme in
Q and minor embedding in the D-Wave QPU have been omitted for the sake of simplicity.
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