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How to read a scientific paper

* The research process
» Why do we read academic papers?
» What is the nature of academic papers?

» How to read papers?
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How to read a scientific paper

» The research process
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The Research Process

Understand other |_
people’s research

— — &
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Do your research [ Write up your research

Academic papers
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How to read a scientific paper

» Why do we read academic papers?
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Why read papers?

Understand the context of a research area
Keep up-to-date with a field
Learn techniques used in a particular research area

Understand other
people's research

Do your research
research

Inspire your ideas ‘
Help formulate your own research problems Academic papers
Solve specific problem

See good/bad writing and good/bad research
Related works/references

Write up your ]
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How to read a scientific paper

» What is the nature of academic papers?
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The Nature of Academic Writing

Papers # Surveys # Textbooks

High school and
undergraduate degree

Postgraduate degree and research

ax planck ins Marc Habermann 16
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The Nature of Papers

4 o

Good research

Correct VS
Important

Well written

\_ J
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Poor research
Wrong
Unimportant

Incomprehensible

~

J
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The Peer-review Process

4 )
Reviewer #1

N\ J

4 )

Conference -
submit or . Consesus Revise
Journal
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J
4 )
Reviewer #N
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When you read a paper ... be a reviewer

~

\_

Good research
Correct
Important

Well written

~

J
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* Identify interesting concepts
 Acknowledge novel ideas

but also ...

* Apply critical judgement
* Ask questions as you read
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Questions to ask

» What are the researchers trying to find out?
» Why is the research important?

 What things were measured?

» What were the results?

» What do the authors conclude and why?

» Canlaccept the findings as true?
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Why publish?

* Primarily to communicate:
* New ideas and theories
» Solutions to existing and new problems
 Combinations of existing and new components (systems)
* Organise works on some topic (surveys, text books)

* But also:
 For (a sense of) achievement
* To travel to new places and meet new people
 To further one’s academic career
* Get well known for your work

max planck institut
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Publication Venues

» Conference papers
* Journal articles

» Posters

» Workshop papers
« ArXiv

* Technical reports

* Dissertations
 Book chapters ""NK
« Text books SIGERAPH H[Y"Nﬂ
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Where to find papers

» Google / Google Scholar * Digital libraries:
_ » ACM Digital Library (SIGGRAPH, TOG ...)

o ArXiv + |EEE Explore (ICCV, CVPR, PAMI...)
. (i * SpringerLink(ECCV, JCV...)

CiteSeerx * Wiley Online Library, Elsevier ScienceDirect,
* DBLP o

. * Traditional libraries:

« CVFwebsite (CVPR, ICCV) » Campus-Bibliothek fur Informatik und
. ) : Mathematik

Ke-Sen Huang, s website » Saarlandische Universitats-und
» Authors’' websites Landesbibliothek (SULB)

« Deutsche Nationalbibliothek
» Google Books

Institutional repository
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How to read a scientific paper

» How to read papers?
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DeepCap: Monocular Human Performance Capture Using Weak Supervision

Marc Habermann'? Weipeng Xu'? Michael Zollhoefer' Gerard Pons-Moll'? Christian Theobalt'?

Abstract

Human performance capture is a highly important com-
puter vision problem with many applications in movie pro-
duction and virtual/augmented reality. Many previous per-
formance capture approaches either required expensive
ulti-view setups or did not recover dense space-time co-
rent geometry with frame-to-frame corvespondences. We
e a novel deep learning approach for monocular
lense human performance capture. Our method is trained
in a weakly supervised manner based on multi-view super-
vision completely removing the need for training data wilh
3D ground truth i The network
based on two separate networks that disentangle the Ja:ll
into a pose estimation nnd a non-rigid swface de[anna
tion step. Extensive quali and
show that our approach outperforms the state of the art in
terms of quality and robustness.

1. Introduction

Human performance capture, i., the space-time coher-
ent 4D capture of full pose and non-rigid surface deforma-
tion of people in general clothing, revolutionized the film
and gaming industry in recent years. Apart from visual ef-
fects, it has many use cases in generating personalized dy-
namic virtual avatars for telepresence, virtual try-on, mixed
reality, and many other arcas. In particular for the latter
plications, being able to performance capture h
monocular video would be a game changer. The,
ity of established monocular methods only captur
lated motion (including hands or sparse facial expi
most). However, the monocular tracking of dense ful
deformations of skin and clothing, in addition to articu)
pose, which play an important role in producing realistic
virtual characters, is still at its infancy.

In literature, multi-view marker-less methods 13, 14,
15, 24, 29, 50, 55, 81, 82, 86, 64, 65] have shown
compclhng results. However, these approaches rely on

1ti studios i with green
screen), which prohibits them from being used for location
shootings of films and telepresence in hvmg spaces.

Recent lar human have
shown compelling reconstructions of l'mmans including
clothing, hair and facial details [70, 99, 2, 3, 9, 60, 52].
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Figure 1. We present the first learning-based approach for dense
monocular human performance capture using weak multi-view su-
pervision that not only predicts the pose but also the space-time
cohereat non-rigid deformations of the model surface.

Some directly regress voxels [2, 99] or the continuous oc-
cupancy of the surface [70]. Since predictions are pixel
aligned, reconstructions have nice detail, but limbs are often
missing, especially for difficult poses. Moreom the recov-
ered motion is not i into arti and igid
deformation, which prevents the computer-graphics style
control over lhr. mcomlmmons that is required in many of
the surface ver-
tices are not tracked over time, so no space-time coherent
model is captured. Another line of work predicts deforma-
tions or displacements to an articulated template, which pre-
vents missing limbs and allows more control [2, 9, 5, 67].
ever, these works do not capture motion and the surface
tions.
state-of-the-art monocular human performance cap-
s [59, 32] densely track the deformation of the
They leverage deep leaming-based sparse key-
tections and perform an expensive template fitting
ards. In consequence, they can only non-rigidly fit
to the input view and suffer from instability. By contrast,
we present the first learning-based method that )omlly in-
fers the arti and igid 3D param-
cters in a single feed-forward pass at much higher perfor-
mance, accuracy and robustness. The core of our method is
a CNN model which integrates a fully differentiable mesh
template parameterized with pose and an embedded defor-
mation graph. From a single image, our network predicts
the skeletal pose, and the rotation and translation parame-
ters for cach node in the deformation graph. In stark con-
trast to implicit representations [ 70, 99, 22], our mesh-based
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method tracks the surface vertices over time, which is cru-

body shape and pose, recent models also include facial ex-

cial for adding ics, and for ing and

ions and hand motion [61, &5, 40, 69] leading to very

in graphics. Further, by virtue of our p ization, our
model always produces a human surface without missing
limbs, even during occlusions and out-of-plane motions.
While previous methods [70, 99, 2, 9] rely on 3D ground
truth for training, our method is weakly supervised from
multi-view images. To this end, we propose a fully dif-
ferentiable architecture which is trained in an analysis-by-
synthesis fashion, without explicitly using any 3D ground
truth annotation. Specifically, during training, our method
only requires a personalized template mesh of the actor and
a multi-view video sequence of the actor performing vari-
ous motions. Then, our network leamns to predict 3D pose
and dense non-rigidly deformed surface shape by compar-
ing its single image feed-forward predictions in a differen-
tiable manner against the multi-view 2D observations. At
test time, our method only mqnm:s a single-view image as

results.  Since parametric body
modcls do not represent garments, variation in clothing can-
not be d, and many methods recover
the naked body shape under clothing [, 7, 95, 90]. The full
geometry of the actor can be reconstructed by non-rigidly
deforming the base parametric model to better fit the obser-
vations [65, 3, 4]. But they can only model tight clothes
such as T-shirts and pants, but not loose apparel which has
a different topology than the body model, such as skirts. To
overcome this problem, ClothCap [64] captures the body
and clothing separately, but requires active multi-view se-
tups. Physics based simulations have recently been lever-
aged to constrain tracking (SimulCap [7£]), or to learn a
maodel of clothing on top of SMPL (Ta:lorNci (6t ']) lnstcad
our method is based on per P

clothes and employs deep learning to predict clothing de-

input and produ a def hing the ac-
tor’s non ngld motion in the image. In summary, the main
technical contributions of our work are:

* A lcarning-based 3D human performance capture ap-
proach that jointly tracks the skeletal pose and the non-
rigid surface deformations from monocular images.

* A new diff iable ref ion of d ing hu-
man surfaces which enables training from multi-view
video footage directly.

Our new model achicves high quality dense human per-
formancc capturc results on our new cha.l]cngmg dataset,

litatively and itatively, the advan-
tages of our appmch over previous work. We experi-
mentally show that our method produces reconstructions of
higher accuracy and 3D stability. in particular in depth, than
related work, also under difficult poses.

2. Related Work

In the following, we focus on related work in the ficld
of dense 3D human performance capture and do not revi
work on sparse 2D pose estimation.

Capture using Parametric Models. Monocular h
pcrformnncc capture is an lll-pcvscd pmblcm due w its

lity and ambiguity. Lo I p
ric models can be employed as shape and deformation pri
First, model-based approaches leverage a set of simple geo-
metric primitives [63, 74, 71, 54]. Recent methods employ
detailed statistical models learned from thousands of high-
quality 3D scans [6, 33, 59, 65, 51, 41, 45, 85, 35, ).
Deep lcarmng is widely used to obtain 2D and/or 3D joint

or 3D vertex positi tha\ can be used to in-

based on lar video directly.

Depth-based Template-free Capture. Most approaches
based on parametric models ignore clothing. The other
side of the spectrum are prior-free approaches based on
one or multiple depth sensors. Capturing general non-
rigidly deforming scenes [73, 21], even at real-time frame
rates [57, 39, 31], is feasible, but only works reliably for
small, controlled, and slow motions. Higher robustness can
be achieved by using higher frame rate sensors [30, 47]
or multi-view setups [91, 27, 58, 26, 96]. Techniques
that are specifically tailored to humans increase robustness
[93, 94, 92] by integrating a skeletal motion prior [93]
or a parametric model [94, 84]. HybridFusion [9%] addi-
tionally incorporates a sparse sct of inertial measurement
units. These fusion-style volumetric capture techniques
[26, 1,49, 23, 66] achieve impressive results, but do not es-
tablish a set of dense correspondences between all frames.
In addition, such depth-based methods do not directly gen-
eralize to our monocular setting, have a high power con-
sumption, and typically do not work well under sunlight.
Monocular Template-free Capture. Quite recently, fu-
by the progress |n deep learning, many template-free
lar I hes have been proposed.
cir regular suuclun: many implicit reconsmuuon
es [#0, 99] make use of uniform voxel grids. Dee-
[99] combines a coarse scale volumetric recon-
ion with a refinement network to add high-frequency
ctails. Multi-view CNNs can map 2D images to 3D vol-
umetric fields enabling reconstruction of a clothed human
body at arbitrary resolution [3%]. SiCloPe [56] reconstructs
a complete textured 3D model, including cloth, from a sin-
gle image. PIFu [70] regresses an implicit surface represen-
tation that locally aligns pixels with the global context of the

form model fitting [37, ‘i 53, 11, 46]. An alt is
to regress model parameters dlrcclly [42, 62, 43). Beyond

Marc Habermann

p g 3D object. Unlike voxel-based representa-
tions, this implicit per-pixel representation is more memory
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Training

l ~

Figure 2. Overview of our approach. Our method takes a single segmented image as input. First, our pose network, PoseNet, is trained to
predict the joint angles and the camera relative rotation using sparse multi-view 2D jomnt detections as weak supervision. Second, the de-
formation network, DefNet, is trained to regress embedded graph rotation and translation parameters to account for noa-rigid deformations.

To train DefNet, multi-view 2D joint d and silh are used for super

need to transform P.- to the world coordinate system:
P =RIP:, +t, m

where R, is the rotation matrix of the input camera ¢’ and
t is the global translation of the skeleton.

Global Alignment Layer. To obtain the global translation
t, we propose a global alignment layer that is attached to
the kinematics layer. It localizes our skeleton model in
the world space, such that the globally rotated landmarks
RIP, ,, project onto the detections in all

Here, Lis the 3 x 3 identity matrix and D.. .., = d.-,,,.d(r,,,p
Note that the operation in Eq. 4 is differentiable with respect
to the landmark position P+,

Sparse Keypoint Loss. Our 2D sparse keypoint loss for the
PoseNet can be expressed as

L(P) = 33 Mnelme (Pra) = peonl®.  (6)

T m

which ensures that each landmark projects onto the cor-

camera views. This is done by minimizing the distance be-
tween the rotated landmarks RTP . , and the correspond-
ing rays cast from the camera origin o, to the 2D joint de-
tections:

2; Zﬂ:a I(RIP: o+t —0.) x dewl®, ()

where d. . is the direction of a ray from camera ¢ to the
2D joint de 100 Peon ing to m:

.
o = (E‘, ll.)< an)eyz — Oc ) @
I(E<"Be.m)rys — ol
Here, E, € R*** is the projection matrix of camera ¢
and Pem = (Pem,1,1)7. Each point-to-line distance is
weighted by the joint detection confidence o, ,,,, which is
set to zero if below 0.4. The minimization problem of Eq. 2
can be solved in closed form:
t=W'3 D . (RIP.—0)+0,~RIP. . (4)

where

W=331-D.. (5)

Marc Habermann

2D joint i Pc,m in all camera views.
Here, . is the projection function of camera ¢ and o, is
the same as in Eq. 2. A, is a kinematic chain-based hier-
archical weight which varies during training for better con-
vergence (see the supplementary material for details).
Pose Prior Loss. To avoid unnatural poses, we impose &
pose prior loss on the joint angles

Lims(8) = Y_0(8,) m

i=1

(2 = O )2, I 7 > O

¥(z) = { (Buins —2)*, if 2 < O - (8)
0 . otherwise
that encourages that cach joint angle 6, stays in a range
[0min s O] ing on the i i
3.3. Deformation Network

‘With the skeletal pose from PoseNer alone, the non-rigid
deformation of the skin and clothes cannot be fully ex-
plained. Therefore, we disentangle the non-rigid deforma-
tion and the articulated skeletal motion. DefNer takes the
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cfficient. These app have not been d to
generalize well to strong articulation. Furthermore, implicit
approaches do not recover fmrnc-m-mmc correspondences
which are of p for d: appli-
cations, ¢.g., in augmented n:aluy and video editing. In con-
trast, our method is based on a mesh representation and can
explicitly obtain the per-vertex correspondences over time
while being slightly less general.

Template-based Capture. An interesting trade-off be-
tween being template-free and relying on parametric models
are appmachcs that only employ a template mesh as prior.
Hi based human per capture
techniques exploit multi-view geometry to track the motion
of a person [76]. Some systems also jointly reconstruct and
obtain a foreground segmentation [13, 15, 50, £7]. Given a
sufficient numbcr of multi-view images as input, some ap-
proaches [21, 4] align a personalized template model to
the ubs:nauons using non-rigid rcgmrauon All the afore-

studio (Sec. 3.1). Note that our multi-view vidco is only
used during training. At test time we only require a single
RGB video to perform dense non-rigid tracking.

3.1. Template and Data Acquisition

Character Model. Our method relies on a person-specific
3D template model. We first scan the actor with a 3D scan-
ner [79] to obtain the textured mesh. Then, it is automat-
ically rigged to a kinematic skeleton, which is parameter-
ized with joint angles & € R*, the camera relative rota-
tion o € K" and translation t € ®*. To model the non-
rigid surface deformation, we automatically build an em-
bedded deformation graph G with K nodes following [77].
The nodes are parameterized with Euler angles A € R**?
and translations T € R***_ Similar to [22], we segment
the mesh into different non-rigidity classes resulting in per-
vcncx ngldny wclghls 5. This allows us to model varying

mentioned methods require exp: Iti-view setups
and are not practical for consumer use. Depth-based tech-
nigues enable template tracking from less cameras [100,91]
and reduced motion models [£6, 29, 81, 50] increase track-
ing robustness. Recently, capturing 3D dense human body
deformation just with a single RGB camera has been en-
abled [#9] and real-time performance has been achlcved
[32]. H , their methods rely on exp

tion leading either to very long per-frame compulanon times
[£9] or the need for two graphics cards [32]. Similar to
them, our app also employs a p pecific temp
mesh. But differently, our method directly learns to predict
the skeletal pose and the non-rigid surface deformations.
As shown by our experimental results, benefiting from our
multi-view based self-supervision, our reconstruction accu-

of different surface i e.g.
skin deforms less than clothing (see Eq. 13).
Training Data. To acquire the training data, we record a
multi-view video of the actor doing various actions in a cal-
ibrated multi-camera studio with green screen. To provide
weak supervision for the training, we first perform 2D pose
detection on the sequences using OpenPose [19, 18, 72, 83]
and apply temporal filtering. Then, we generate the fore-
ground mask using color keying and compute the corre-
sponding distance transform image Dy . [12], where f €
[0, F] and ¢ € [0, C] denote the frame index and camera in-
dex, respectively. During training, we randomly sample one
camera view ¢’ and frame f' for which we crop the recorded
image with a bounding box, based on the 2D joint detec-
tions. The final training input image Iy .« € Rz"’"?’é”

racy significantly outp the existing method

3. Method

Given a single RGB video of a moving human in general
clothing, our goal is to capture the dense deforming surf:
of the full body. This is achicved by training a ne:
work consisting of two components: As illustrated in
our pose network, PoseNet, estimates the skeletal
the actor in the form of joint angles from a monocu
age (Sec. 3.2). hcxt our dcfcmmnon network,

the

v.l'uch cannot be modclcd by the skeletal motion, in the
ion graph rep ion (Sec. 3.3). To

btained by ing the d and the
foreground with random brightness, hue, contrast and satu-
ration changes. For simplicity, we describe the npcranon on
frame f’ and omit the ipt f’ in following

. Pose Network

ur PoseNet, we use ResNet50 [34] pretrained on Ima-
25] as backbone and modify the last fully connected
output a vector containing the joint angles @ and
relative root rotation a, given the input image
” Since generating the ground truth for @ and  is a non-
trivial task, we propose weakly supervised training based
on hmng the skeleton to multi-view 2D joint detections.

avoid generating dense 3D ground truth ion, our net-
work is trained in a weakly supervised manner. To this end,
we propose a fully differentiable human deformation and
rendering model, which allows us to compare the render-
ing of the human body model to the 2D image evidence and
back-propagate the losses. For training, we first capture a
video sequence in a calibrated multi-camera green screen

Marc Habermann

ics Layer. To this end, we introduce a kinematics
lnyc: as the differentiable function that takes the joint an-
gles 6 and the camera relative rotation o and computes the
positions P € R*** of the M 3D landmarks attached to
the skeleton (17 body joints and 4 face landmarks). Note
that P lives in a camera-root-relative coordinate system.
In order to project the landmarks to other camera views, we
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Input Image Our Result (overlayed) Input Image

Our Result (o 3D View

Figure 3. Qualitative results. Each row shows results for a different person with varying types of apparel. We visualize input frames
and our reconstruction overlayed to the corresponding frame. Note that our results precisely overlay to the input. Further, we show our
reconstructions from a virtual 3D viewpoint. Note that they also look plausible in 3D.

input during testing to crop the frames and to obtain the
3D global ion with our global alj layer. Fi-
nally, we temporally smooth the output mesh vertices with
a Gaussian kemel of size 5 frames.

Dataset. We evaluate our approach on 4 subjects (57 to §4)
with varying types of apparel. For qualitative cvaluation,
we recorded 13 in-the-wild sequences in different indoor
and outdoor environments shown in Fig. 3. For quantitative
evaluation, we captured 4 sequences in a calibrated multi-
camera green screen studio (see Fig. 4), for which we com-
puted the ground truth 3D joint locations using the multi-
view motion capture software, The Captury [20], and we
use a color keying algorithm for ground truth foreground
segmentation. All sequences contain a large variety of mo-
tions, ranging from simple ones like walking up to more
difficult ones like fast dancing or bascball pitching. We will
release the dataset for future research.

Qualitative Comparisons. Fig. 3 shows our qualitative

Figure 4. Results on our evaluation sequences where input views
(IV) and reference views (RV) are available. Note that our recon-
struction also precisely overlays on RV even though they are not
wsed for tracking.

results on in-the-wild test sequences with various clolh-
ing styles, poses and i Our

not only precisely overlay with the input images, but also
look plausible from arbitrary 3D view points. In Fig. 5,
we qualitatively compare our approach to the related hu-
man capture and reconstruction methods [42, 32, 70, 99].
In terms of the shape representation, our method is most

Marc Habermann

AMVIGU, RVIoU_ and SVIoU (i %] o 31 sequence.
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Auvum‘

6!79
5996
8253
ELAL)

Tsble 2. Surface deformation accuracy. We outperform all other
monocular methods and are even close to the multi-view baseline.

shape on S7 and $4 for every 100th frame. We evaluate the
IoU on all views, on all views expect the inpus view, and on
the inpur view which we refer to as AMVIoU, RVIoU and
SVIoU, respectively. To factor out the errors in global local-
ization, we apply the ground truth translation to the recon-
structed geometries. For DeepHuman [99] and PIFu [70],
we cannot report the AMVIoU and RVIoU, since we cannot
overlay their results on reference views as discussed before.
Further, PIFu [70] by design achieves perfect overlay on the
input view, since they regress the depth for each foreground
pixel. However, their reconstruction does not reflect the true
3D geometry (see Fig. 5). Therefore, it is meaningless to re-
port their SVIoU. Similarly, DeepHuman [99] achieves high
SVIoU, due to their volumetric representation. But their re-
sults are often wrong, when looking from side views. In
contrast, our method consistently outperforms all other ap-
proaches in terms of AMVIoU and RVIoU, which shows the
high accuracy of our method in recovering the 3D geome-
try. Further, we are again close to the multi-view bascline.

Ablation Study. To evaluate the importance of the number
of cameras, the number of training images, and our DefNer,
we performed an ablation study on §4 in Tab. 3. 1) In the
first group of Tab. 3, we train our networks with supervision
using I to 7 views. We can see that adding more views con-
sistently nnprvvm the qu-.lny uf thc estimated poses and

The most i p is from
one to two cameras. This is not surprising, since the single
camera settings is inherently ambiguous. 2) In the second
group of Tab. 3, we reduce the training data to 1/2 and 1/4.
‘We can see that the more frames with different poses and
deformations are seen during training, the better the recon-
struction quality is. This is expected since a larger number
of frames may better sample the possible space of poses and
deformations. 3) In the third group of Tab. 3, we evaluate
the AMVIoU on the template mesh animated with the results
of PoseNet, which we refer to as PoseNet-only. One can see
that on average, the AMVIoU is improved by around 4%.
Since most non-rigid deformations rather happen locally,

TDTCK and ARVIGU (im %] on 34 sequence

1| camera view 1 (5]
2 camera views 9352 TRA4
3 camera views 9470 7935
7 camera views. 9595 8173
mes w0 Al
13000 frames 9225 7897
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Table 3. Ablation study. We evaluate the number of cameras and
the number of frames used during training in terms of the IDPCK
and AMVIoU metrics. Adding more cameras and frames consis-
tently improves the quality of reconstruction. Further, DefNet im-
proves the AMVioU compared o pure pose estimation.
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Figure 6. PoseNet + DefNet vs. PoseNet-only. DefNet can deform
the template to accurately match the input, especially for loose
clothing. In addition, DefNet also corrects slight errors in the pose
and typical skinning artifacts.

the difference is visually even more significant as shown in
Fig. 6. Especially, the skirt is correctly deformed according
to the input image whereas the PoseNet-only result cannot
fit the input due to the limitation of skinning.

5. Conclusion

We have presented a leamning-based approach for
lar dense human capture using only
weak multi-view supervision. In contrast to existing meth-
ods, our approach directly regresses poses and surface de-
formations from neural networks, produces temporal sur-
face correspondences, preserves the skeletal structure of the
human body, and can handle loose clothes. Our qualitative
and quantitative results in different scenarios show that our
method produces more accurate 3D reconstruction of pose
and non-rigid deformation than existing methods. In the fu-
ture, we plan to incorporate hands and the face to our mesh
representation to enable joint tracking of body, facial ex-
pressions and hand gestures. We are also interested in phys-
ically more correct multi-layered representations to model
the garments even more realistically.
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shape on S7 and §4 for every 100th frame. We evaluate the
IoU on all views, on all views expect the input view, and on
the inpur view which we refer to as AMVioU, RVIoU and
SVioU, respectively. To factor out the errors in global local-
ization, we apply the ground truth translation to the recon-
structed geometrics. For DeepHuman [99] and PIFu [70],
we cannot report the AMVIoU and RVIoU, since we cannot
overlay their results on reference views as discussed before.
Further, PIFu [70] by design achieves perfect overlay on the
input view, since they regress the depth for each foreground
pixel. However, their reconstruction does not reflect the true
3D geometry (see Fig. 5). Therefore, it is meaningless to re-
port their SVioU. Similarly, DeecpHuman [99] achieves high
SVioU, due to their volumetric representation. But their re-
sults are often wrong, when looking from side views. In
contrast, our method consistently outperforms all other ap-
proaches in terms of AMV/oU and RVIoU, which shows the
high accuracy of our method in recovering the 3D geome-
try. Further, we are again close to the multi-view baseline.

Ablation Study. To evaluate the importance of the number
of cameras, the number of training images, and our DefNer,
we performed an ablation study on $4 in Tab. 3. 1) In the
first group of Tab. 3, we train our networks with supervision
using 1 to 7 views. We can sce that adding more views con-
sistently improves the quality of the estimated poses and
deformations. The most significant improvement is from
one to two cameras. This is not surprising, since the single
camera settings is inherently ambiguous. 2) In the second
group of Tab. 3, we reduce the training data to 1/2 and 1/4.
We can see that the more frames with different poses and
deformations are seen during training, the better the recon-
struction quality is. This is expected since a larger number
of frames may better sample the possible space of poses and
deformations. 3) In the third group of Tab. 3, we evaluate
the AMVIoU on the template mesh animated with the results
of PoseNet, which we refer to as PoseNet-only. One can see
that on average, the AMVIoU is improved by around 4%.
Since most non-rigid deformations rather happen locally,
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Table 3. Ablation study. We evaluate the number of cameras and
the number of frames used during training in terms of the IDPCK
and AMVIoU metrics. Adding more cameras and frames consis-
tently improves the quality of reconstruction. Further, DefNet im-
proves the AMVIoU compared to pure pose estimation.

Figure 6. PoseNet + DefNet vs. PoseNet-only. DefNet can deform
the template to accurately match the input, especially for loose
clothing. In addition, DefNet also corrects slight errors in the pose
and typical skinning artifacts.
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5. Conclusion

We have presented a learn
monocular dense human performance capture u!
weak multi-view supervision. In contrast to existi
ods, our approach directly regresses poses and surf:
fc from neural prod: poral sur-
face correspondences, preserves the skeletal structure of the
human body, and can handle loose clothes. Our qualitative
and quantitative results in different scenarios show that our
method produces more accurate 3D reconstruction of pose
and non-rigid deformation than existing methods. In the fu-
ture, we plan to incorporate hands and the face to our mesh
representation to enable joint tracking of body, facial ex-
pressions and hand gestures. We are also interested in phys-
ically more correct multi-layered representations to model
the garments even more realistically.
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How to read a paper - Pass 1

. to get a bird's-eye view of the paper
» Decide whether you need to do any more passes

 Should take about
» Carefully read title, abstract and introduction
» Read headings, but ignore everything else
* Look at the maths (if any)
« Read conclusion
« Glance over the references

» Tip: Read the figures (teaser, method overview, results, tables..)
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How to read a paper - Pass 2

 Read the paper with greater care, butignore details (1h)
* It helps to make notes in the margins as you read
» Look carefully at figures, diagrams and other illustrations

 Appropriate for an interesting paper outside your research speciality

» If you still don’t understand a paper, you can choose to:
» Set the paper aside
* Return to the paper later
* Go on to the third pass
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X planck mstitut
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How to read a paper - Pass 3

* The key is to attempt to the paper:
» Make the same assumptions as the authors, re-create the work.
» Compare your re-creation with the actual paper

» This pass requires to detail
» Identify and challenge every assumption

* Identify strong and weak points:
* Implicit assumptions
» Missing citations to relevant work
» Potential issues with experimental or analytical techniques
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How to read a paper - Conclusion

» Papers are used to communicate research

» Don't expect all papers to be totally correct and well written
* 3 pass manner

* Think when reading

» Don't get frustrated if you don’t understand anything
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Egocentric Videoconferencing
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How to give a good scientific talk

Structuring your story

Preparing your data and information

Preparing and giving the presentation

Concluding your presentation

 Questions and answers
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How to give a good scientific talk

» Structuring your story
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Presentation Structure: Basic Rule

» Say what you are going to say (introduction)
» Say it (give the core talk)

» Say what you said (summarise and conclude)

This is about scientific findings and implications: .
Do not try building suspense and then unveiling a surprise ending.
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Exemplary Structure of the Presentation

Title page (title, date, authors, venue, acknowledgements)

Seminar specifics: Recap of the previous topic

Introduction / Motivation (including an overview and related works)

Approach (technical details of the method, maths)

Experimental Results (including evaluation methodology, interpretation of the
results and discussion)

» Conclusion (summary and core implications)
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Audience: University Seminar

» Audience with broad technical background
« Many topics: Provide an overview of state of the art

* Message:
* Why the problem is important?
» Why the proposed solution is novel and impactful?
» What are the main ideas and insights?
“Being a graduate student”; discussion, ideas for improvement
To include a slide or not:
* How important is it for the story?
* Will the audience understand and value the point?
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How to give a good scientific talk

* Preparing your data and information
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Preparing the Talk: Overview Figures

Live 3D Pose Estimation Applications

(b) 3D pose c) Animate
ovel h

Mehta et al., SIGGRAPH 2017.

A figure with a summary of findings

Overview of the method, problem or a core concept
Helps to motivate why the problem is important

If you use web sources, reference the source

max planck institut
informati

formatik
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Luo et al., SIGGRAPH 2020.
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Preparing the Talk: Overview Figures

1r

Textured mesh with skeleton rig

height

ec¥sssiiEiEE

~ Intensity Event stream
\_ image stream
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Input
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Detection -

Batch optimization (Sec. 3.2)

Event-based pose
refinement (Sec. 3.3)

-

Asynchronous and hybrid motion capture stage

Xu et al., CVPR 2020.
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Example: What is a Qubit?

max planck institut
informatik

Qubit. Quantum computing encompasses tasks which can

be performed on quantum-mechanical systems [53]. Quan-
tm_superposition and entanglement are two forms of par-

allelism evidenced in quantum computers. A qubit is a
quantum-mechanical equivalent of a classical bit. A qubit
|¢) — written in the Dirac notation — can be in the state
0), |1) or an arbitrary superposition of both states denoted
by |¢) = a|0) + 5|1), where « and (3 are the (generally,
complex) probability amplitudes satisfying |c|? + |3]? = 1.

In quantum computing, the state % denoted by |+) is

often used for 1nitialisation of a qubit register. 1he state ot
a qubit remains hidden during the entire computation and
reveals when measured. If qubits are entangled, measur-
ing one of them influences the measurement outcome of the
other one [59]. During the measurement, the qubit’s state
irreversibly collapses to one of the basis states |0) or |1).
Efficient physical realisation of a qubit demand very low
temperatures. Otherwise, thermal fluctuations will destroy
it and lead to arbitrary changes of the measured qubit state.
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Example: What is a Qubit?

HOW A QUANTUM COMPUTER WORKS

Principle of superposition allows parallelism in the calculations

Classical Bit quantum bit “qubit”

Binary system Arbitrarily manipulable two-state quantum system

©

SUPERPOSITION

Overlay of
different states

MEASURING

Clear definition
of the state

https://www.volkswagenag.com/en/news/stories/2019/11/where-is-the-electron-and-how-many-of-them.html

max planck institut
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©

Parallel arithmetic
operations possible

Exponential
multiplication per qubit

Massive amounts of
data can be handled in
plausible time
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Example: Overview Figures
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Technical Drawings of da Vinci.

Mildenhall et al., ECCV, 2020.
1l
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Harvey et al., SIGGRAPH 2020.
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Using Tables

date discharge precipitation

(cf/s) (in/day)
1-Nov 631 0
2-Nov 808 0
3-Nov 794 0.08
4-Nov 826 0
5-Nov 1060 1.09
6-Nov 1080 0.48
7-Nov 1040 0.28
8-Nov 779 0
9-Nov 686 0
10-Nov 670 0
11-Nov 696 0.53
12-Nov 831 0.23
13-Nov 985 0.45
14-Nov 1080 0.14
15-Nov 1350 0.65
16-Nov 1430 0
17-Nov 2440 1.6
18-Nov 2280 0
19-Nov 2040 0
20-Nov 1830 0.55
21-Nov 1650 0
22-Nov 1560 0
23-Nov 1520 039
24-Nov 1410 0
25-Nov 1320 0
26-Nov 1310 0.11
27-Nov 1450 0.78
28-Nov 1560 0.22
29-Nov 1550 0.45
30-Nov 1480 0

max planck institut
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date discharge precipitation

(cf/s) (in/day)
1-Dec 1480 0.07
2-Dec 2920 0.96
3-Dec 2380 0
4-Dec 1990 0
5-Dec 1770 0
6-Dec 1620 0.1
7-Dec 1500 0
8-Dec 1420 0
9-Dec 1350 0
10-Dec 1290 0
11-Dec 1280 0.1
12-Dec 1330 0.47
13-Dec 1280 0
14-Dec 1250 0.57
15-Dec 1190 0.04
16-Dec 1180 0
17-Dec 1160 0.17
18-Dec 1120 0.01
19-Dec 1080 0
20-Dec 1070 0
21-Dec 1080 0
22-Dec 1060 0
23-Dec 1060 0.18
24-Dec 1050 0
25-Dec 1050 0.5
26-Dec 986 0
27-Dec 1010 0
28-Dec 1010 0.07
29-Dec 977 0
30-Dec 972 0
31-Dec 957 0
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Using Tables

date discharge precipitation

(cf/s) (in/day)
1-Nov 631 0
2-Nov 808 0
3-Nov 794 0.08
4-Nov 826 0
5-Nov 1060 1.09
6-Nov 1080 0.48
7-Nov 1040 0.28
8-Nov 779 0
9-Nov 686 0
10-Nov 670 0
11-Nov 696 0.53
12-Nov 831 0.23
13-Nov 985 0.45
14-Nov 1080 0.14
15-Nov 1350 0.65
16-Nov 1430 0
17-Nov 2440 1.6
18-Nov 2280 0
19-Nov 2040 0
20-Nov 1830 0.55
21-Nov 1650 0
22-Nov 1560 0
23-Nov 1520 039
24-Nov 1410 0
25-Nov 1320 0
26-Nov 1310 0.11
27-Nov 1450 0.78
28-Nov 1560 0.22
29-Nov 1550 0.45
30-Nov 1480 0
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date discharge precipitation

(cf/s) (in/day)
1-Dec 1480 0.07
2-Dec 2920 0.96
3-Dec 2380 0
4-Dec 1990 0
5-Dec 1770 0
6-Dec 1620 0.1
7-Dec 1500 0
8-Dec 1420 0
9-Dec 1350 0
10-Dec 1290 0
11-Dec 1280 0.1
12-Dec 1330 0.47
13-Dec 1280 0
14-Dec 1250 0.57
15-Dec 1190 0.04
16-Dec 1180 0 S °
17-Dec 1160 0.17
18-Dec 1120 0.01
19-Dec 1080 0
20-Dec 1070 0
21-Dec 1080 0
22-Dec 1060 0
23-Dec 1060 0.18
24-Dec 1050 0
25-Dec 1050 0.5
26-Dec 986 0
27-Dec 1010 0
28-Dec 1010 0.07
29-Dec 977 0
30-Dec 972 0
31-Dec 957 0
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Using Math

QE(Tl’ Tz’ T ’TIZ|’W) - Z ¢ Gdata(TC)‘F

CEZ
+ 3 Be Gpice(TC) +7¢ D Erreg (T, w)+
CEZ CEZ

|Z]
+ 1 Gr.opt.(w) + Z )‘C QEC(TC)
(=3

max planck institut
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Using Math

(T, T%,... ., T w) =) ¢ Cgua(T)+

CeEZ
- Z B¢ prICP(TC) + ¢ Z Qfl.reg.(TC, W)+
cez ez

| Z|
+ 1 er.opt.(w) + Z )‘C ch_(TC).
¢=3

max planck institut
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vector of frame-to-frame segment transformations segment-to-segment connectivity weights

\ / brightness
«— constancy

CEZ
o ¢ G lifted t
projective ICP  ——» T Z 6( QEPICP(T ) e Z I8 Qf],reg,(T“ : W)—I— D ;',oje re;lﬁg:;:
CEZ CEZ
2| .
7 n er.opt.(w) e Z )‘C Qsc.(Tk)°
robust weight _—" (=3 Y multiframe pose
optimizer concatenation

optimization over multiple frames
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Using Math

(T T2, T w) = o Cgaa(T)+

CeZ
+ Z BC QEpICP('I‘C) + Y¢ Z Q:rl.reg.(TC7 W)+
CeZ CEZ

|Z|
+ 1 er.opt.(w) + Z )‘C @C(TC)
¢=3

vector of frame-to-frame segment transformations segment-to-segment connectivity weights
\ / brightness
«— constancy
1 2 \|Z 8
cEp e T?l, w) = § ¢ Caaa (TC)+
CEZ
projective ICP  ———» T Z ,BC @pICP(TL) vy E § el.reg.(T\ 3 W)‘l' - lifted segment
pose regularizer
CEZ CeZ
|Z|
g er.opt.(w) 3 § /\C ch.(Tk)-
robust weight __—~ (=3 Y multiframe pose
optimizer concatenation

optimization over multiple frames

Use equations as little as possible and as much as needed

max planck institut
informatik

Marc Habermann 58



How to give a good scientific talk

* Preparing and giving the presentation
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General Rule: Presenting Methodology
* A scientific talk is always about

HOW and WHY

 Explain what you do
* What is new and innovative
« AND motivate why this is the way to go

max planc 'k institut
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General Rule: Presenting Methodology
* A scientific talk is always about

HOW and WHY

 Explain what you do
* What is new and innovative
« AND motivate why this is the way to go

THIS INFLUENCES THE STORY

max planck institut

Marc Habermann

informatik
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Preparing and Polishing Presentation

 Use 3-7 bullets per page
* Avoid complete sentences

No more than one minute per slide on average

Check the slide appearance consistency

No sound unless it is part of results

Videos are often results in visual computing

Spelling and writing style
« Use the same font (or a few fonts)
* Check the text for typos, check the grammar
» Decide between British and American English

max planck institut
ormse

formatik
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Preparing Yourself

» The way how you present yourself is as important as your slides

* Immerse yourself in what you are going to say

« Make sure that you are familiar with (remote) conference software, check your
equipment (microphone, projector, etc.)

* Touch BODY LANGUAGE IN
* Space COMMUNICATION
o Voice

e Posture

o Gestures

+ Eye contact

+ Facial expression

 Pay attention to consciousness

max planck insti Marc Habermann 63
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Preparing Yourself

e Online format:

* Perception of gestures and body language is limited:
 Use other tools of expressiveness
» Thereis no eye contact with the audience, you do not see other participants
» Use intonation in combination with the visual tools (e.g,, colours)

e Rehearsing is very important!
+ Be ontime, know what you want to say, prepare transitions between the slides/papers

Touch BODY LANGUAGE IN |
SRS COMMUNICATION 8 ]
Voice

Posture )
Gestures i
Eye contact

Facial expression :

Pay attention to consciousness

max planck institut
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Rehearsing

* Practice - actually stand up and say the words out loud
* Discover what you do not understand and develop a natural flow

« Do not memorise the talk, do not over-rehearse

» Stay within the time limit

» The Feynman Technique: A mental model and a breakdown of the thought
process to convey information using concise thoughts and simple language

[1].

I lanck insti Marc Habermann 65
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Rehearsing

If you can't explain it simply, you don't understand it well enough.

A. Einstein.
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Presenting

« Make yourself comfortable, speak freely, be enthusiastic but do not rush
» Ensure that people can hear you well and see your shared screen

» Seminar specifics: Switch on your camera

max planck institut
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Presenting
Piled Highnd Deeer by Jorge Cham www.pdcomics.com
Ve Y _ ORESENT READY .

www.phdcomics.com
* . oniginally published B/25/2004

» Starting is the most difficult part
» Memorise the first lines

 Nervousness is normal, don't worry about stopping to think

max planck insti Marc Habermann
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How to give a good scientific talk

» Concluding your presentation
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Concluding the Presentation

» Announce the ending so that people are prepared

Have only a few concluding statements (the core points)

Come back to the big picture and summarize the significance of your work

Open up new perspective (could be another slide)
* Describe future work

» Raise questions and potential implications

* Think carefully about the final words (which people tend to memorise)

I lanck insti Marc Habermann
ax planck mstitut
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How to give a good scientific talk

* Questions and answers
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Questions and Answers

. can help , Writing, and research
» |dentifies parts the audience did not understand
* Focuses and adds an additional dimension to your analysis

You can using your own words
* This gives you time to think
* Helps in understanding the question by more people
* Presents an opportunity for clarification

. in your answers, do not drift away

. , prepare backup slides if required

. or it has been already addressed
. or questioner

max planck institut
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How to give a good scientific talk - Conclusion

. in a way that is comfortable for you and your audience

. out core aspects and

Use figures, videos and maths appropriately

. and present within the
. Using body language in communication is difficult
. for questions

Imu\' lanck insti Marc Habermann 73
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Materials Used

This talk is a revised version of
How to Give a Good Scientific Talk by V. Golyanik, 2021.
How to Give a Good Scientific Talk by C. Theobalt, 2017.

Some ideas are from
How to Give a Good Talk by S. Pfirman (Cornell University) and
How to give Scientific Presentations by T. Williams (Texas A&M University).

I max planck institut Marc Habermann
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Agenda

About myself

Introduction of participants

How to read a scientific paper

How to give a good scientific talk

Questions and answers «

IffpHii
lanck
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Thank Youl!
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Bonus: 12 Rules for a Bad Talk
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Best Presentation-Ever Bingo

Didn’t pre-load
the presentation

Over-ran time

Used as many
bullet points as
humanly
possible

Apologized for | Acted as if had
Embraced
unreadable never used .
) . Obfuscation
slides PowerPoint

Used as many | Crammed as

Used incredibly slides as much as
complex plots humanly possible onto

possible each slide
Used tables

Included a
video fail

Didn’t check the
presentation
worked
beforehand

with more data
than any sane
person could
read

Marc Habermann
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Bonus: Moderating the Discussion

* You will be assigned as a moderator and get a set of questions one day before the
appointment

 Most probably, some questions will be already addressed; all questions cannot be
addressed due to time limits
» 2-4 questions to each paper, up to 2 questions to both papers
* You decide which questions are the most relevant and engaging
* Prepare a set of points to discuss
« Weaknesses / Limitations of the methods
« Comparisons between the papers
» Ask other participants about their ideas
» Build bridges to other talks in the seminar
* Points you were unclear about while reading the papers
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ax planck mstitut
informatik



